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1996 Solid-State Sensor and Actuator Workshop 

On behalf of the entire organizing committee, I am pleased to welcome you to Hilton Head Island for the 
seventh Solid-State Sensor and Actuator Workshop. Many of us have fond memories of previous "Hilton 
Head Workshops." If you are attending your first Hilton Head Workshop, I hope that you will share in this 
enthusiasm for Hilton Head's rich tradition by week's end. 

The Hilton Head Workshop is one of the regional meetings held in North America, Europe, and Asia during 
the even-numbered years, that alternate with the international TRANSDUCERS conferences held in odd
numbered years. TRANSDUCERS '95 was held in Stockholm, Sweden and TRANSDUCERS '97 will take 
place in Chicago in June 1997. 

The format of the Workshop is intentionally designed to provide a highly interactive forum for US and 
Canadian workers to meet and discuss recent advances in emerging technologies for sensing and actuating 
devices and systems for physical, chemical, and biological applications. It is a single session meeting, with 
ample time allotted for discussion of each paper, and with blocks of unscheduled time to encourage informal 
interactions among participants. From the very first meeting in 1984, graduate students have been encouraged 
to attend and participate in the Workshop. Many of the active professionals in attendance at this Workshop 
gave their first papers as graduate students here at Hilton Head. 

The work of putting the formal technical program in place started last fall with the call for papers. The 
Program Committee reviewed all the papers that were submitted last winter and considered a number of options 
for invited papers to make up the formal technical program. Out of 127 submitted abstracts, about half were 
selected for oral or poster presentations. In order to provide a forum for the presentation of recent results, a 
"Late News" Poster Session will be held on Wednesday evening before the Rump Session. As in the past, the 
Rump Session will be devoted to a discussion topic of major importance to the field. In keeping with past 
Workshops, Tuesday afternoon is left open for participating in leisure activities with your colleagues. I 
encourage each of you to take full advantage of the various opportunities that the Workshop offers. 

We were fortunate to have the support of a number of organizations and individuals in organizing the 
Workshop. The Workshop is sponsored by the non-profit Transducers Research Foundation, which provided 
the business infrastructure for the meeting. Special thanks is due to the National Science Foundation and Dr. 
Deborah Crawford for a travel assistance grant for graduate students presenting papers, and to Richard Muller 
for his diligence in obtaining and distributing this support on behalf of the Workshop. Sheila Kelly of BSAC 
provided outstanding support for registration and the General Chairman. The Workshop homepage on the 
internet was set up and maintained by Jack Judy of BSAC. 

In closing, I thank the entire Organizing Committee -- with special thanks to Mark Allen for his arrangements 
of this fine meeting site, to Joe Giachino for looking after the important financial matters, and to the Program 
Committee chaired by Tony Ricco for its work in arranging the technical program. Finally, I thank the authors 
for providing the essential contributions of their research to the Workshop, and to all the participants for being 
here and taking part to the fullest. 

Enjoy your Workshop! 

o/ r :K,.,.,__

Roger T. Howe 
General Chairman 
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DESIGN SECRETS AND NEW DIMENSIONS IN FIELD DRIVEN 
SEP ARA TIO NS FOR MICRO TOTAL ANALYSIS SYSTEMS (µ-TAS) 

Andreas Manz 

Imperial College of Science, Technology and Medicine, 
Zeneca / SmithK.line Beecham Centre for Analytical Sciences, 

Dept. Chemistry, London SW7 2AY, United Kingdom 

INTRODUCTION 

Quantitative on-line surveillance of a chemical 
compound is usually based on sampling, sample 
pretreatment, including separation of mixtures, 
detection and interpretation of the obtained results. If 
all these steps are performed automatically in flowing 
streams, it is called a Total Analysis System (TAS). 
Several different types of TAS have been constructed 
and used for such surveillance tasks. Disadvantages of 
TAS for liquid samples include slow transport of a 
sample from the point of sampling to the location of 
the detection, slow separation processes, poor 
efficiencies of rapid separations and large 
consumption of fluids. Miniaturization with respect to 
the above mentioned criteria leads to a so called 
Miniaturized Total Analysis System (µ-TAS) and 
overcomes some of the above problems [1-3]. 

The recent developments in micromachining and 
microsystem technology influenced the modem 
chemistry especially by combinatorial synthesis, 
chemical sensors, valves and pumps. A spectacular 
work by Steve Terry on integration of a gas 
chromatograph on a silicon wafer unfortunately has 
not attracted sufficient attention then. 

Examples of earlier work done with my group at Ciba, 
e.g., flow-injection analysis, continuous sample
pretreatment using free-flow electrophoresis, HPLC,
rapid capillary electrophoresis and synchronized cyclic
capillary electrophoresis, have demonstrated the
advantages and problems of µ-TAS [3-9].

A FEW SIMPLE RULES 

For the design of electrophoretic microstructures, it is 
important to follow a few rules [2]: 

Rules for Separation Efficiency. 
1. Principally, the absolute voltage drop
obtained between the injection and detection
points defines the maximum number of
theoretical plates N obtainable and the

corresponding resolution of two neighbouring 
peaks ( ffi). The higher the applied voltage, 
the better. 
2. For the separation of ions having a diffemt
charge, 100 or more theoretical plates are
sufficient, but for ions of similar or identical
charge, 100,000 or more theoretical plates are
needed to give a reasonable resolution.
3. Joule heating inside the capillary and the
heat transport across should be kept under
control. A power of less than 1 W/m is
generally no problem.

Hence, the maximum plate number N 
max 

obtainable 
after a miniaturization of a known system is 
proportional to the length L of the capillary divided by 
the diameter d.

L 
N oc-

max 

d 

If the miniaturization involves identical factors for L
and d, there should be no loss in performance. It can 
be improved, however, by increasing Lor decreasing 
d. 

Rules for Analysis Time. 
4. The length of the capillary influences the
analysis time. A few centimeters can give a
few tens of seconds.
5. The efficiency of the separation column will
only be visible, if contributions of injection
and detection processes are small compared to
volume or length of the separation column.
This includes space (length, volume) and time
effects (response time).

Hence, the minimum analysis time t
mi

n obtainable 
after a miniaturization of a known system is 
proportional to the length L of the capillary multiplied 
by the diameter d.

t. ocL-d
mm 

0-9640024-1-8/hh1996/$20©1996TRF
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This means, the only way of increasing the speed of an 
analysis and keeping the efficiency constant is to 
reduce the diameter and the length of a capillary by the 
same factor. 

The above considerations are used for the very simple 
capillary electrophoresis system. As you can see from 
Figure 1, there would be other forms of detection (time 

constant), or other types of running the electrophoresis 
( free-flow electrophoresis). 

In most cases, a spreadsheet calculation of a model 
case will give sufficient information for the design of a 
microstructure layout. One has to bare in mind, 
however, that the calculated efficiency and analysis 
time values may vary up to a factor 2. 

Capillary Electrophoresis 

I 
� 
CJ 
z 
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Free-Flow Electrophoresis 
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Figure 1. Comparsion of the two most common detection schemes for capillary electrophoresis (CE) and free
flow electrophoresis (FFE). 
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EXAMPl.E: 

FREE-FLOW ELECTROPHORESIS 

For the primary sample preparation steps in a µ-TAS, 
continuous techniques are clearly advantageous, e.g., 
filtration, dialysis, SPLITT or free-flow 
electrophoresis (FFE). A special version of continuous 
zone electrophoresis in quartz channel structures has 
been presented by Mesaros et al. recently. The general 
principle of FFE is given in Figure 2. A pumped flow 
(carrier) in a first dimension and an electric field in a 
second dimension allows for the continuous separation 
of sample components being continuously introduced 
at the top of the flat separation bed. Conventional FFE 
is a preparative method used for the isolation of 
various biological components. Typical separation bed 
dimensions are 10 cm wide, 50 cm long and 0.4 to 1 
mm deep. Ion exchange membranes are used to isolate 
the electrodes from the separation bed. FFE has been 
miniaturized and integrated onto a silicon micro 
structure by reducing all dimensions by a factor of 10 
([6], Figure 3). The ion exchange membranes have 
been replaced by arrays of narrow 'V'-groove channels 
each 10 µm deep and 12 µm wide at the base. 

CARRIER FLOW 

SAMPLE INLET 

Ef> 0 

Ef> 0 

Ef> 0 

FRACTIONS 

Figure 2. Schematic drawing of a FFE separation. 

It is possible to achieve a continuous separation of 
small ions according to their charge. A voltage drop of 
50 V gave a reasonable resolution of ions differing by 

one charge unit with a response time of 2 to 5 minutes 
(see Figure 4). The fraction of interest can be isolated 
and transferred to a next pretreatment step or a 
detection unit. Furthermore, it is possible to separate 
small ions from biological cells. Increased voltages 
should allow for higher separation efficiency and a 
response time of a few seconds. 
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Figure 3. Layout drawing of the silicon part of a FFE 
separation microstructure. 

CONCLUSION 

For the design of electrophoretic microstructures, a 
few simple considerations may be very helpful to 
reach a performance near the desired optimum. This 
can be high speed, maximum performance, a 
compromise between the two, or a hyphenation of 
several separations. In the future, applications in the 
bioanalytical area involving molecular recognition, 
e.g., immunoassays or DNA hybridization, may offer a
large number of opportunities which only need a 
defined intermediate performance. On the other hand, 
the electrophoretic separation as such and especially 
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the two-dimensional slab gel electrophoresis can be 
optimized to its maximum and offers a vast separation 
efficiency sufficient for thousands of components in a 
mixture. 

·-

a,b,c,d 
0 

OV/cm 

C 

a 

b C 

0 2 4 6 8 W 

Distance Across 
Separation Bed (mm) 

Figure 4. Separation of large biomolecules at various 
field strengths. Sample (a) FITC label, (b) human 
serum albumin, (c) bradykinin, and (d) ribonuclease 
A.Flow rate I 5 nVmin, 20 mM borate, JOO mM TRIS
buffer (pH 9). Detection after 31 mm, residence time
62 seconds.
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IMMUNOASSAY FLOW SYSTEMS ON-CHIP 

D. Jed Harrison, Nghia Chiem
Department of Chemistry, University of Alberta, Edmonton, Alberta, Canada, T6G 202 

ABSTRACT 

Integrated microfluidic systems for biochemical analyses and 
immunoassays were prepared in glass substrates using silicon 
micromachining techniques. All of the fluid handling steps are 
performed by applied electric fields, eliminating the need for 
pumps and microvalves. Electroosmotic pumping was used to 
drive immunological reagents and samples into a separation 
channel and the reaction products of the immuno-reaction were 
evaluated. The extent of reaction can be used to quantitate the 
amount of sample present when uncomplexed reagents are 
separated from the product complex. Concentration detection 
limits of about 30 pM were obtained for fluorescein using 
fluorescence detection. Detection of the drug theophylline at 5 
ng/ml was shown in an immunoassay. Immunoassays for the large 
proteins bovine serum albumin and human immunoglobulin were 
also performed on-chip. 

INTRODUCTION 

Microfluidic devices etched in glass substrates provide a 
fluidic network in which chemical reactions, sample injection and 
separation of reaction products can be achieved. The application 
of high voltages to conductive fluids within these channels leads to 
electroosmotic and/or electrophoretic pumping, providing both 
mass transport and separation of components within the samples. 
In this paper we present on-chip, clinically relevant, 
immunological assays for proteins such as albumin, and drugs such 
as theophylline. Electroosmotic pumping is used to deliver 
reagents and samples, and separation of the reaction products is 
performed using electrophoresis [l]. This method pumps fluid at 
velocities up to 1 emfs in approximately 20 µm diameter 
capillaries, while also controlling the direction of fluid flow at 
capillary intersections, without a need for valves or other moving 
parts. Electrophoretic effects lead to separation: i.e. the differing 
mobilities of ions result in different migration rates within an 
electric field, giving rise to separations. 

Application of electrophoresis to immunoassays is a newly 
developing field [2-5]. Antibodies (Ab) are highly selective 
biological molecules originating from the immune system, capable 
of binding with high affinity to a particular target molecule known 
as an antigen (Ag). Immunologically based assays provide a 
common method to selectively determine many chemicals at low 
concentration. In common immunosorbent assays, in which the 
reagents are adsorbed onto surfaces, there are many complex fluid 
handling steps involved. We expect that the unique fluid delivery 
capabilities of the micro-electrophoresis chip format will provide a 

novel, important new method of automating immunoassays in a 
manner which does not involve the conventional robotics used in 
clinical labs today. The chip format will also provide much more 
rapid presentation of results for samples in clinical and 
environmental applications. The key step towards developing this 
technology illustrated in this paper is the separation of products 
and reactants resulting from homogeneous immunoassays, and the 
demonstration of quantitative analysis of the targeted sample. 

EXPERIMENTAL 

Devices were fabricated in Pyrex glass or a photomask 
cr:own glass [6]. The potential control and measurement 
instrumentation has also been presented previously [6]. Buffers 
were adjusted to pH 8 or 9. Antibodies, other proteins, and the 
fluorescent labels were purchased from Sigma. The theophylline 
reagents used were part of the Abbott TDx reagent set. 

Buffer Sample 

") () 

Waste 
) 

PMT for Detection 

..) 
Sample Waste 

� 

Separation 

Figure 1 Layout of the flow channels used for immunoassay 
chip. 

RESULTS AND DISCUSSION 

Integrated devices for chemical separation employed in this 
study are based on capillary electrophoresis (CE), a method in 
which high applied voltages can be used to separate the 
components of a sample with high efficiency. Figure 1 illustrates 
the layout of the fluid channels in the chip used for these studies. 
Sample is introduced through a side channel and driven towards 
sample waste with 500 to 1500 V, creating a 60-100 pL plug of 
solution at the intersection, which can be injected into the 
separation channel. Fluorescence detection is used with a 488 nm 
laser excitation source and a photomultiplier tube for detection of 
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the emission from fluorescently labelled molecules. This detection 

system is highly selective, as only fluorescent compounds will be 

observed [7]. 

Sensitivity is a key issue in immunoassays, as most of the 

compounds of interest are present at very low concentrations. We 

have improved detection substantially since earlier reports, by 

optimizing the wafer bonding process to reduce formation of light 

scattering centers on the surface of the glass devices. Careful 

alignment of the laser beam to eliminate scatter from the curved 

walls of the channels was also beneficial. In this way we have 

reduced our previous detection limits from about 2 nM down to 30 

pM. For the optical cell geometry used, this detection limit 

corresponds to about 200 molecules in the detection volume. 

Figure 2 shows the signal obtained for 100 pM fluorescein, which 

gives a signal to noise ratio of 14. Detection limits in the pM 

range are satisfactory for a number of immunoassays. 

Fluorescein 

lOOpM 
pH 9.0 
SIN= 14 

Figure 2 Fluorescence signal from /00 pM fluorescein in the 
chip. 

Homogeneous immunoassays are solution phase reactions of 

an antibody and its a target molecule, the antigen. By labelling 

either the antigen (Ag) or the antibody (Ab) with a fluorescent tag, 

it is possible to determine when a complex between antibody and 

antigen has been formed. (We will designate labelled compounds 

with a *.) Figure 3 shows an on-chip separation of a labelled 

antibody (Ab*) before and after reaction with its antigen. In this 

case the antigen is human immunoglobulin G (IgG, itself an 

antibody), while the antibody is fluorescently labelled goat 

antihuman IgG. The complexes formed between the two 

compounds have a different charge to size ratio than either of the 

free compounds, so they migrate at different rates in the electric 

field. The unlabelled 160,000 Dalton target, human IgG, can be 

determined from its complex formation with the anti-human 

antibody, while the remaining free antibody is separated from the 

reacted material. Figure 3 shows there are two product peaks, 

representing formation of both the Ab*-Ag and Ab*-Ag2 

complexes, as the antibody is bivalent. 

Figure 4 illustrates an immunoassay involving a lower 

molecular weight protein than in the above study. This is an assay 

for the antibody to the 60,000 Dalton protein bovine serum 

albumin (BSA). To determine the amount of antibody present, it is 

mixed with 50 µg/ml of flourescently labelled BSA* and 

0 20 

FITC!abelled 
anti-human lgG 
+humanlgG

� � W 100 

Time (sec) 

Figure 3 Bottom trace shows separation of fluorescein labelled 
anti-human /gG. Top trace shows the separation after 
addition of human IgG. 

0 

Figure4 

20 40 

67 µg/ml Anti-BSA added 

FITC labelled BSA 

60 

Time(s) 

80 100 120 

Bottom trace shows separation of Fluorescein labelled 
BSA, with a number of impurities present in the 
commercial product. Top trace shows the separation 
after addition of mouse ascites fluid containing anti
BSA. 

separated. The complex formed migrates at a different rate, and is 

separated from the free BSA*. The result is a decrease in signal 

for BSA* and an increase in the Ab-BSA* complex peak. The 

increase in peak height or area is proportional to the amount of 

anti-BSA present. 

Figure 5 shows a calibration curve for the assay of BSA 

antibody. In this study the anti-BSA source was a solution of 

mouse ascites fluid. This fluid is the extraction fluid as obtained 

directly from mice during monoclonal antibody harvesting. 
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Figure 5 Calibration curve for anti-BSA in ascites fluid, 
measured from the complex peak height. 

It is rich in a variety of proteins (27 mg/ml), of which only 10% is 

the desired antibody. The fact that good separations and 

quantitative assays can be obtained from this complex fluid 

illustrates the robustness of the microchip-CE system for these 

assays. Deliberate addition of other antibodies, which are not 

specific for BSA, showed no complex formation, indicating the 

selectivity of the antibody reaction. When combined with the 

separation power of CE, immunoassay on-chip makes for a very 

powerful, selective immunosensor system, capable of identifying 

specific chemicals or biochemicals in a complex sample mixture. 

It is also of great interest to analyze for small molecules by 

immunoassay methods. A typical example is an analysis for a 

therapeutic drug for asthma, theophylline (Th). In order to get 

good separations by CE when using small target molecules, it is 

necessary to label the analyte molecule instead of the antibody. 

Labelled Th (Th*) is thus mixed with a sample containing 

unlabelled Th, and the two are allowed to compete for a limited 

amount of antibody to Th, as illustrated in the scheme below. 

Ab+ Th*� Ab-Th* 

Ab+ Th +Th*� Ab-Th+ Ab-Th* 

A competitive assay leads to an increase in signal for the 

free, labelled Th* as Th from a sample increases in concentration. 

There is a corresponding decrease in signal from the Ab-Th* 

complex. Figure 6 shows a series of separations performed on

chip in which increasing amounts of Th in a sample were added to 

a fixed amount of Th* and Ab. The separation occurs in less than 

1 minute and the complex is well resolved from free Th*. 

Data as in Figure 6 provides a calibration curve, such as is 

shown in Figure 7. Competitive assays of this type are well known 

to give non-linear calibration curves, but are extensively utilized in 

clinical diagnostics. To meet therapeutic criteria, serum samples 

should contain Th in the range of 10-20 µg/ml. The lower axis 

shows the original sample concentrations before dilution, and it is 

clear that high sensitivity is attained in the therapeutic range. It is 

common to dilute the serum sample before analysis, and in this 

study we used a 200-fold dilution factor. The upper axis shows the 

actual concentration in the measured samples, after dilution. 

In a conventional assay one would follow the appearance of 

0 

Theophylline 
in sample 
(ng/ml) 

20 40 60 

Time (s) 

labelled 
theophylline 

80 100 

Figure 6 Competitive immunoassay of theophylline performed 
on-chip. Peaks for the complex and for free Th* are 
mixed. The ratio of peak areas changes as Th from a 
sample is added. 
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Calibration curve for unlabelled Th in a sample. 
Lower axis shows concentrations before dilution, 
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free Th*. However, in this microchip format it is possible to 

observe both disappearance of the complex and appearance of free 

Th*. This process leads to greater precision of measurement. Both 

traces are shown in Figure 7. By measuring both components and 

recognizing that the total fluorescence signal should remain a 

constant, it is possible to normalize the signals. This compensates 

for small variations in the amount of material injected and gives 

better precision. The y-axis in Figure 7 is thus a plot of peak area 

for one of the two fluorescent species ratioed to the total 

fluorescent signal. 

The calibration curve illustrates that we are readily able to 

measure theophylline in the therapeutic range, and that the absolute 

concentrations measured are in the ng/ml range. The precision of 

the measurements is within 5%, indicating good analytical 

performance. 

CONCLUSIONS 

Separation of proteins, in particular strongly adsorbent 

proteins such as immunoglobulins, offers significant difficulty for 

capillary electrophoresis methods [2,3). Demonstration that it can 

be accomplished on-chip, for a variety of native-form IgG's from 

different sources is a significant step in developing major 

applications for CE-based rnicrofluidic systems. 

In this work we have shown that separations of a large 

variety of reactants and products created by immunological 

reactions can be performed on-chip. The antigens evaluated cover 

a range from very large proteins (160,000 Dalton IgG) to very 

small molecules (180 Dalton theophylline). Also, several types of 

procedures were performed effectively: the direct assay of the 

antigen human IgG, where the antibody is labelled; the direct assay 

of an antibody where the antigen is labelled; and the competitive 

assay of a drug, where a certain amount of the drug is labelled. 

The assays are highly selective. In the case of the anti-BSA 

determination, this protein is easily determined in the presence of 

many others. For the theophylline assay, the drug is determined at 

low concentration in blood serum, which is a complex mixture of 

many components. Applications for the assays described range 

from the determination of antibody production in a fermentation 

process to analysis of drugs or infectious diseases, indicating the 

vast array of fields these devices could be applied to. 

When combined with our previous studies of pre- and post

separation reactions on-chip [1,4), it is clear that it will be possible 

to drive the complete process of antibody and sample mixing, 

incubation and separation within the confines of a chip. This 

offers the potential for a highly automated, rapid and easily 

programmed system. With a certain amount of engineering it is 

likely that portable systems incorporating these chips, using 

already existing light source, detection and power supply 

technologies, could be readily achieved. 
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Fluid Circuit Technology: 

Integrated Interconnect Technology for Miniature Fluidic Devices 

Don VerLee, A. Alcock, G. Clark, T. M. Huang, S. Kantor, 

T. Nemcek, J. Norlie, J. Pan, F. Walsworth, S. T. Wong.

Abbott Laboratories Hospital Products Division 
Abbott Park, Illinois, 60064-3537 

ABSTRACT 

According to many in the MEMS field, medical markets 
currently represent the second biggest opportunity for microfabric
ated devices and systems [1]. Certainly, microfabricated blood 
pressure sensors have already found a foothold in the industry. 
However, packaging and interconnections between devices remain 
major barriers to more wide-spread use of MEMS in medical 
applications. 

It has become evident to us that the application of MEMS to 
medical diagnostics is hindered by the lack of an intermediate 
scale fluid handling system for feeding microscopic elements. In 
this paper, we describe a technology that may be able to serve as 
an interconnect technology between microfabricated devices and 
as a transition between macroscopic and microscopic scales. We 
describe a manufacturing process, miniature fluidic elements, and 
system designs that may offer useful insights into how one might 
design a microfabricated fluid circuit system. 

INTRODUCTION 

The future direction for many medical diagnostic analyzers 
portends increasing fluid processing complexity, miniaturization, 
and reliability while the costs to manufacture and to operate 
decre�e. The factors that are driving these changes include; cost 
containment pressures, a steady increase in the menu of tests 
offered and the resulting number of accessible diagnostic reagents, 
the need to automate front end sample processing, the need to 
reduce the fluid volumes of reagent and sample used, and the 
desire to reduce the amount of solid waste generated as a 
diagnostic test is run. 

Diagnostic instrument and medical device designers have 
watched developments in MEMS technology for years hoping to 
apply it to solve this growing list of challenges, yet they still see 
barriers that limit the spectrum of its applicability. For in-vivo and 
in-vitro diagnostic use, protein adsorption and clotting of small 
passageways top the list of concerns about biologically compatible 
materials and surface treatments. In addition there is a 
fundamental need to provide an interface between the macroscopic 
world, where samples are aspirated and dispensed in milliliter 
quantities, and the microscopic device which has internal volumes 
ofnanoliters to microliters. 

It is unrealistic to assume that the macroscopic fluid volumes 
needed in current instrumentation can all be driven down to 
microscopic volumes in the future. The lower limit of concen
tration for some bacterial infections can be as small as one cell per 
milliliter of blood. It should be clear that there is a lower limit on 
the volume of sample that must be evaluated to assure statistically 
relevant results even with multiplication factors that exceed 1015

• 

To address many of these pressing needs for handling fluids 
in future clinical diagnostic analyzers and medical devices, Abbott 
Laboratories has advanced the development of a technology that 

miniaturizes and integrates fluidic structures and control elements 
into solid blocks of acrylic - Fluid Circuit Technology. 

The objective of the Fluid Circuit Technology program was 
to investigate and develop fundamental technology to enable the 
miniaturization and integration of the fluid handling functions 
needed in a typical medical diagnostic analyzer. The program 
en�ompassed research on miniature valves, chambers, channels, 
fluid metering, and mixing structures and methods, and a 
�anufacturing process to combine these elements into a single 
mtegrated network. An additional goal was to demonstrate that 
this technology is functionally equivalent to existing diagnostic 
instrumentation while still providing the added benefits of reduced 
reagent and sample consumption, reduced solid waste reduced 
size and cost of the instrument, and increased overall reli�bility. 

The four aspects of Fluid Circuit Technology that will be 
described below are; A Process for Manufacturing Fluid Circuits, 
Fundamental Fluid Circuit Elements, Fluid Processing Subsys
tems, and examples of Fluid Circuit Systems. From the examples, 
parallels with MEMS technology in wafer bonding, valve design, 
and system design should become evident. 

FLUID CIRCUIT MANUFACTURING PROCESS 

Many techniques exist for bonding thermoplastics. Some of 
the more common techniques include solvent cementing, 
ultrasonic welding, adhesives, and thermal welding [2]. At the 
core of Fluid Circuit Technology is a process for bonding layers of 
thermoplastic into which fluidic structures such as channels and 
chambers have been machined [3]. This bonding process has the 
advantage over other techniques in its ability to create solid 
seamless blocks of plastic, without flash or bubbles, while 
retaining the internal three-dimensional fluid circuit detail. 
Originally developed and patented by companies such as Eastern 
Plastics, Plainville, Conn. and Carville, Darking, England, we 
have investigated and optimized this process further for use in 
medical diagnostic instrumentation. 

Fluid circuits have been fabricated out of a variety of 
thermoplastics, including some injection molded plastics, but the 
majority of the fluid circuits have been made out of cast poly
methyl-methacrylate using the 5 step process that follows. 

Preparing Fluid Circuit Raw Materials: 

The initial process, called "shrinking", is needed to minimize 
dimensional drift in the bonding process, that may be caused by 
unrelieved stresses in the starting material. It involves baking 
unconfined sheets of the plastic that have been cut down to 
approximate size, at an elevated temperature (152° C for cast 
acrylic) for 10 hours, followed by a gradual cool down to room 
temperature. This usually causes these "blanks" to expand in 
thickness, and shrink in both of their other axes. The result is a 
block of plastic that is relieved of internal stresses, and that is 
relatively dimensionally stable over subsequent heating cycles. 
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Machining the Fluid Circuit Layers: 

To begin the process of machining the channels and 
chambers that make up a fluid circuit, the blanks that have been 
"shrunk" are squared on a milling machine, annealed in an oven 

(90° C for 1 hr. for cast acrylic), then fixtured in a computer 
numerical controlled milling machine. The fluid circuit design 
itself is downloaded into the CNC as a list of tools and an 
extensive sequence of tool path coordinates in much the same 
manner that apertures and Gerber photoplot vectors are 
downloaded into a photoplotter to define the layers of a printed 
circuit board. 

To create cylindrical channels and chambers, mirror images 
of the tool paths are replicated on each opposing face of the acrylic 
blocks that are to be bonded. The coordinates for the machining 
of these features are referenced from two alignment holes that are 
machined into the faces at opposing comers of each block. Dowel 
pins placed in these holes insure that when the faces are brought 
together both the top and bottom halves of the cylindrical cavities 
line up. 

Several factors determine how extensive the machining 
process becomes. The largest contributor to machining time is the 
surface finish required on the inside of the chambers. In medical 
diagnostic instrumentation, significant attention is paid to the 
chemical interactions at the interfaces between solids and liquids 
to minimize problems such as proteins adsorbing to surfaces, 
carryover, uneven wetting, bubble entrapment, fluid metering 
imprecision, and uncontrolled side reactions. We have explored 
several approaches to minimizing machining time while 
optimizing surface finish including; flame and vapor polishing, 
mechanical polishing, and diamond tooling. Of these, the best 
surface finishes can be achieved in the least amount of time with 
diamond tooling. 

Care is taken during both the layout and machining of the 
fluid circuit to assure that no channels or holes penetrate to what 
will eventually become the outside of the bonded block of acrylic. 
This is done to prevent uneven heating and collapsing of these 
channels during the bonding process. 

A final machining step is to fly-cut the faces to be bonded 
with a diamond fly cutting tool. The quality of the bond is 
dependent on the surface finish and flatness of the two faces to be 
bonded and unless the edges and side walls of the channels and 
chambers are sharp, a seam defect will be evident after the 
bonding is complete. 

Thermal Diffusion Bonding Fluid Circuit Layers: 

After machining, the fluid circuit layers are annealed, 
washed with detergent and water, and inspected before they are 
bonded. The flat polished faces of the blocks to be bonded are 
aligned with dowel pins and stacked in the order that they are to be 
bonded inside a bonding fixture. A cross section through a bond
ing fixture is illustrated in Fig. 1 with the layers of a fluid circuit 
in it ready to be bonded. The bonding fixture is simply a steel 
base with a cavity in it and a floating lid. The fluid circuit layers 
to be bonded are machined to achieve a line to line fit when placed 
inside this cavity at room temperature. A cap piece is bolted onto 
the base with a series of springs that can be made to ·apply a known 
pressure onto the lid by compressing the springs a known distance. 

Once the fluid circuit layers are stacked inside the fixture, 
the bolts are tightened down on the cap piece until a known 
pressure(~ 45 psi. for acrylic) is applied to the stack. The entire 
assembly is then placed in a programmable oven. A typical 
bonding cycle for cast acrylic includes a 2 hr. ramp to 126° C, 

Fig. I Fluid Circuit Bonding Fixture 

followed by a 4 hr. hold at that temperature, followed by a 2 hr. 
ramp down to room temperature. 

The temperature at which bonding takes place is just above 
the glass transition temperature of the plastic. To assure that the 
internal features are maintained, this temperature must not be 
exceeded. The exact mechanism by which the bonding occurs is 
not fully understood, but at these elevated temperatures, the layers 
merge into one solid block, while retaining the fluid circuit detail 
that was machined in prior to bonding. The network of channels 
and chambers appear to "float" inside the block. 

The best results we have obtained have been with cast 
polymers such as PolyCast

"' 

Acrylic [4), polycarbonate, a
butylstyrene, and others. In general, highly cross-linked and 
highly crystalline polymers don't bond well using this method, 
although regions (e.g. in channels) that have been surface cross
linked through plasma or chemical treatment, and crystalline 
polymer films have been successfully captured between bonded 
layers. Bonding injection or compression molded fluid circuit 
layers is possible but difficult to optimize, because it is difficult to 
eliminate undesirable characteristics introduced during molding 
processes; high variance in the glass transition temperature, sink 
marks in thick cross sections, skinning, high unrelieved internal 
stresses, and rounded edges on the channel detail. 

Post-bond Machining: 

When the bond cycle is completed external features such as 
sensor pockets, external fluid connector ports, valve dimples, and 
mounting threads are added to the block. Initially any dimensional 
drift that may have occurred to internal features, during bonding is 
measured and used to adjust the coordinates of critical features in 
the original fluid circuit layout tool path code. Since this drift is 
fairly repeatable ( ~ ± 25 µm) later "as built" fluid circuits match 
the design to within~± 10 µm near the center and within~± 100 
µm near the edges of a large 20 X 25 cm block. 

The block is then aligned in the CNC machine so that the 
machine's coordinate system references the guide marks. All 
external features are then machined into the block with the same 
precision and accuracy as the internal detail of the fluid circuit. 
After this is complete and the block has been thoroughly washed 
and inspected the fluid circuit is ready for assembly. 

Assembling a Fluid Circuit: 

The assembly requirements differ for each fluid circuit and 
depend entirely on the complexity of the fluid circuit. For a 
simple fluid circuit the only assembly required, other than to 
mount fluid connectors to the block, is to create the valves. These 

10



simple valves are assembled in one step [6]. The process 
sandwiches a thin film (12 µm) of pressure sensitive adhesive 

backed mylar (Flexcon V95 [5]) between two fluid circuit 
blocks. These two blocks will be called the "liquid side" and 

the "air side" ( one for handling the biological liquids, the other 
for plumbing pneumatic control channels to each valve site). 
The air side fluid circuit is placed on a flat surface with the 

valve side facing up, and a sheet of the mylar film large enough 
to cover the block is simply rolled on starting at one edge of the 
block. Care must be taken not to introduce any wrinkles or 
dust particles under the film. The film is then carefully cut 
away from each bolt hole, dowel pin and fluid pass through 
location. Before the fluid side block is bolted on, a flat and 
highly polished backing plate is first bolted on and allowed to 

sit for 4 hrs. to make sure that the adhesive on the back of the 

film takes a set. The excess film is then trimmed away from 
the outside of the block and fluid connectors are mounted onto 
the assembled fluid circuit. 

FLUID CIRCUIT ELEMENTS 

If one were to draw the analogy that a fluid circuit was 

the fluidic equivalent of an electronic printed circuit, then a 
simple fluid circuit would consist of nothing more than 

channels and interconnection sites for externally mounted 

active components. However for a fluid circuit to be useful, 
structures which have no analogy to printed circuits are needed 
for fluid processing in addition to the channels. For example, it is 

possible to integrate fluid control elements such as valves and 

sensors, directly into the fluid circuit block itself and thus greatly 

reduce the "dead volume", sealing difficulties, and alignment 
problems encountered with mounting elements outside a fluid 

circuit. 

Fig. 2 "D" and Cylindrical Fluid Circuit Channels 

The most fundamental fluid circuit element is a channel. 
The two basic fluid channel designs are illustrated in Fig. 2. Both 
of these are machined into the plastic using a ball end mill. The 

"D" channel shape illustrated in Fig. 2a is the most routinely used 
fluid circuit geometry. "D" channels are used extensively for 

plumbing pure fluids (reagents, diluents etc.), fluid sources, sinks, 
and air distribution networks. This channel shape is the least 

costly to machine since it can be fabricated in one pass on a single 

side of a block. 
The cylindrical channel shape illustrated in Fig. 2b is the 

preferred geometry for all liquid networks that directly handle 

biological liquids or the assay liquids. It can be clearly seen that 
the "D" channel has two comers where liquid menisci remain 

when a channel is emptied. The fluid entrained in these areas 

causes higher carryover (or requires a greater volume of wash fluid 

to purge), which isn't a problem on cylindrical channels 

The most common channel sizes used have been 0.8 mm, I 

mm and 1.6 mm in diameter. Smaller channel diameters have 
been fabricated, (0.5 mm) but still smaller diameters have not been 

explored extensively since fluid flow resistance, probability of 
plugging and vapor lock all increase with decreasing diameter. 

A variety of valves can be fabricated [6] inside a fluid circuit 

including those pictured in Figs. 3, and 4. Each of the fluid valves 

Air Side Fluid Side 

Vacuum-<E-
Compressed Air-�-i 

Pneumatic 
Control Ports 

Cross Section .4.4 Front View 

Fig. 3 Two-way and Flow-Through Fluid Circuit Valves 

illustrated is pneumatically activated by a remote pilot valve which 

can be a miniature 3-way solenoid valve such as those from the 
Lee Company [7] pictured in Figs. 3 and 7. Remote pneumatic 

actuation results in a significant improvement in reliability of 

miniature fluid control systems. The difference in reliability 

between commercially available electromechanical liquid valves, 

and electromechanical pneumatic valves is from 10 - 100 X 
number of total cycles before failure 

The two general fluid circuit valve types illustrated in Fig 3. 

are 2-Way and Flow-Through valves. As can be seen in this 
schematic, 2-Way valves provide simple on/off control of fluid 
flow. Flow-Through valves, however, provide more interesting 
and useful control. They enable one fluid to merge into the middle 
of a free flowing channel at a fixed location and with very little 

"dead volume". This valve type enable many useful fluid circuit 

constructs including circuits that wash the channels out, and 

circuits that enable reagent metering, and mixing. A variant which 
has two flow through channels creates a cross-over point for fluid 

Fig. 4 Fluid Circuit Channels, Valves and Sensors 
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Fig. 5 10 ml Metering Chamber & Sensors 

streams to cross from one flow network into another. Examples 

of these uses for Flow-Through valves can be seen in Fig. 4. 

A variety of different chamber sizes and styles have also 

been fabricated inside a fluid circuit. Chambers used to meter 

larger volumes (Fig. 5), mix fluids, incubate mixtures (Fig. 6), 

provide reagent and diluent storage and provide waste sumps have 

been designed and tested. The incubation chambers shown in Fig. 

6 have a cavity machined around them that has been filled with 

thermally conductive epoxy and assembled contacting a flexible 

heater attached to an aluminum plate. This created a "hot block" 

inside the fluid circuit to incubate assay reaction mixtures. 

To provide feedback for controlling the fluid progress 

through a fluid circuit, sensors have been developed which can 

distinguish between air and liquid in the channel [8]. The sensors 

pictured in Figs. 4, 5, & 6, are composed of an LED and a 

photodiode oriented in an opaque housing in such a manner so as 

to illuminate and reflect off a channel. A logic HI signal is 

generated if air is present, logic LO if liquid is present. 

FLUID CIRCUIT SUBSYSTEMS 

The elements that make up a fluid circuit have been 

combined to create functional subsystems. These have been 

utilized routinely either as repeated designs copied from one 

successful fluid circuit to another, or as stand-alone modules that 

connect to a larger fluid circuit system to carry out a function. 

Several of these fluid circuit subsystems are illustrated in the 

figures. Fig. 7 illustrates a manifold of 16 three-way solenoid 

valves. This fluid circuit design provides compressed air and 

vacuum to each of 16 miniature Lee valves and enables a simple 

face-mount, leak free connection of each of the valves' common 

outputs to a fluid valve in a fluid circuit. The fluid circuit 

provides both compressed air and vacuum to the module and 

makes the connections from the module to each fluid valve control 

point. The drive electronics enable direct digital access to the 

module and can be modeled as a 16-bit memory word. 

Fig. 6 Incubation Queue of 8 Chambers 

Several fluid metering circuits are also pictured in Figs. 4, 5, 

and 8. In just one example, Fig. 4 illustrates a close-up of a 

sensor to sensor fluid metering circuit that makes up the center 

section of the fluid circuit system pictured in Fig. 8. This circuit 

was designed to allow one fluid (sample or reagent) to be metered 

across a Flow-Through valve into another fluid by advancing the 

meniscus of the fluid to be metered from one sensor to another. 

FLUID CIRCUIT SYSTEMS 

Once initial feasibility had been demonstrated for fluid 

circuit elements, and subsystems, it became evident that Fluid 

Circuit Technology could provide a new fluid interconnect and 

control strategy for entire diagnostic instrument systems. The 

design approaches used in the development of complex electronic 

circuits could be applied to the design and development of a 

complex fluid control system. Proven functional modular 

subsystems based on simple circuit elements could be simply face 

or edge connected to other fluid circuits to make a reliable fluid 

circuit instrument system. 

A feasibility project to demonstrate this concept was underta

ken in 1992. The objective of the project was to demonstrate that 

a fluid circuit based 

instrument could pro

duce comparable per

formance (throughput, 

assay sensitivity and 

specificity) to an exist

ing commercial in

strument. Implement

ing this hierarchical 

design philosophy 

meant that the design 

team had to abandon 

traditional instrument 

design approaches that 

utilized robotics and 

disposable plastic con

tainers to meter, mix 

and manipulate fluids, 

and focus instead on 

what needed to be 

done with the fluids to 

carry out a typical 

diagnostic assay chem-

ical reaction. Fig. 7 Miniature 16 Valve Manifold 
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Fig. 8 Miniature Low Volume Clinical Chemistry 
Fluid Circuit System 

The first instrument system chosen for comparison was 
Abbott's To;• instrument. The TD

x
'" assay system includes a 

sensitive and completely automated diagnostic instrument, and 
more than 60 different assays for measuring the concentration of 
various therapeutic drugs. Each assay's sensitivity is specified in 
the ng/ml range, and their specificity has been determined against 
common known interferents. The instrument is a batch analyzer 
with a carousel capable of handling 20 patient samples at a time 
with a throughput of 60 - 80 tests per hour. 

To develop a fluid circuit equivalent of this analyzer, the 

40 

N=250 
Slope = 0.935 

� 
Intercept= 0.578 

30 r = 0.97 
5 

set" 20 
..... 
.... 

10 

TDx T4 Cone. (mIU) 

Fig. 9 Fluid Circuit vs. TDx Comparison 

fluid metering/mixing, manipulation, incubation and detection 
steps for each of the TD

x
"' assays were evaluated. The critical 

timing for each of these was assessed, and a sequence of 7 fluid 
processing loops were developed. Each of these could be per
formed simultaneously in a pipeline fashion in discrete fluid cir
cuit modules. Four different module types were conceived, as weII 
as a connection structure between modules, and a "pin-out" for the 
connection structure. This resulted in the design of 7 distinct 
modules that would; I) acquire sample, 2) dilute the sample, 3) 
meter and mix a first reagent, 4) pre-incubate the mixture, 5) meter 
and mix two additional reagents, 6) incubate the final mixture, and 
7) present the results to an in-line fluorescence polarimeter.

The fluid circuit that was fabricated is pictured in Fig. 10.
Although it could have been designed and fabricated to occupy 
less space, the circuit is still only 58 cm x 18 cm x 5 cm. There 
are a total of 254 valves and 24 air/liquid sensors. When operated 
with a real time multitasking control system the cycle time on the 
longest fluid processing loop is� 90 sec (45 tests/hr. throughput). 
This fluid circuit system reduces the volume of any single reagent 
or sample required to 5 µL (1/5 of TD

x
"' volumes), requires no 

plastic disposables, and can continuously perform tests for as long 
as samples are presented and reagent is available. 

Fig. JO TD
x
.,,. Equivalent Fluid Circuit System 
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RESULTS 

The results of comparing just one of the assays run on this 
fluid circuit system are illustrated in Fig. 9. This study took >250 
random clinical patient samples and ran TD

x
"' T4 fluorescence 

polarization immunoassays in triplicate on both the m
x
"' 

instrument, and the fluid circuit equivalent. These and other 
results proved that the fluid circuit system performed comparable 
to the TD

x
"' instrument. Similar results were obtained for THC, 

Total T3, Theophyline and Digoxin assays. Each of these tests 
stress a diagnostic analyzer in different ways: THC (Cannabis) 
stresses a fluid handling systems ability to prevent carryover; T3, 
T4, and Digoxin stress the system's sensitivity and specificity. 

�)though the fluid circuit s7.s�m as fabricated and tested did 
not qmte measure up to the TD

x 
m throughput, the cause of this 

was identified as contention between the two final blocks over 
valves that were shared during certain protocols. If the final 
incubation module were redesigned to eliminate this resource 
contention, the resulting fluid circuit system would have a cycle 
time of <45 sec and a sustained 80 tests-per-hour throughput. 

APPLICATION TO MEMS 

There are two areas that Fluid Circuit Technology can help 
broaden the impact MEMS can have in fluidic applications. 

First, it can act as a model for the design of fluidic 
MicroElectroMechanical Systems. Using this technology we have 
been able to quickly research new fluid circuit designs, develop 
fluid circuit design rules, and understand the underlying principles 
that affect scaling down fluid control networks. The 
manufacturing processes described above are quite similar to the 
processes for fabricating printed circuit boards and even to some 
of the processes for microfabricating MEMS. The materials are 
different, the scale is larger, and photolithography is absent, but 
the creation of three dimensional structure by bonding detail 
created on two dimensional planes (even the bonding process 
itself), is so similar that it enables the use of the same schematic 
capture and board layout CAE design tools used for designing 
printed circuits. Even the designs of some of the fluid circuit 
elements are similar. Pneumatically actuated valve designs similar 
to those we have described here have been microfabricated and 
remotely controlled [9]. These similarities should enable fluidic 
MEMS designers to first model their concepts on a macro-scale to 
visualize the fluid flow and develop an understanding of design 
issues, before they attempt to shrink their design into an opaque 
silicon device. Some of the subsystems already described here are 
ideal candidates for significant further miniaturization. The 
miniature 16 valve manifold, for instance, while it is already very 
small, could be integrated and miniaturized to micro-scale if rapid 
(5 ms) , low power (125 mW), inexpensive (<$20), and reliable 
pneumatic valves could be microfabricated. 

Second, Fluid Circuit Technology can serve as an 
interconnect technology. It should be evident that what has been 
needed to expand the applicability of.MEMS into medical uses has 
been the equivalent of a printed circuit board for fluidic engineers 
to enable bridging the micro to macro scales and to enable 
interconnection of complex fluid networks. Since acrylic/silicon 
bonding is feasible [10], and LIGA substrates can be solvent 
welded to cast acrylic [11], the packaging of microfabricated 
devices into fluid circuits should be relatively straight forward. 

We believe it should be possible to utilize a fluid circuit as 
described here to directly mount, and provide fluidic inter
connection for, microfluidic MEMS. An alternative method might 
be to develop the analog of a "chip-carrier" plastic fluid circuit 

package to which the microfabricated fluidic device could be 
bonded. The "chip carrier" could serve three purposes. It could 
provide; macro to micro fluidic interconnect and fluid access ports 
on one flat gasketed surface, a wire bonding lead frame for 
electronic connection and, mounting holes and rigidity so that it 
could be directly bolted to a fluid circuit. 

CONCLUSIONS 

The fundamental manufacturing processes, devices, 
subsystems, and systems that make up Fluid Circuit Technology 
have been described. Prototype fluid circuit systems have been 
fabricated to demonstrate the technology's applicability to many of 
the traditional diagnostic instrument markets, including clinical 
chemistry, therapeutic drug monitoring, immunochemistry, and 
hematology. Just as in the TD

x
"' example discussed, in each 

application it has been evident that this technology is capable of 
delivering reduction in size, manufacturing costs, consumption of 
reagent, and the need for disposables, while demonstrating 
comparable or improved performance and throughput. The precise 
manipulation of fluid volumes between l µI and 20 ml to 
accomplish dilution, metering, mixing, incubation, and detection 
operations have also been demonstrated. 

By drawing parallels between fluid circuit bonding and 
silicon fusion bonding and between macro and micro pneumatic
ally actuated membrane valves, it may be possible to utilize many 
of the fluid circuit subsystem designs to build analogous 
microfabricated fluid handling systems. The direct bonding of 
microfabricated elements into a fluid circuit system should also be 
possible, by capitalizing on previous work with bonding acrylic to 
common MEMS materials. We believe that the use of Fluid 
Circuit Technology to handle bulk fluid movement in a mixed 
macro- and micro-scale instrument as well as to provide fluidic 
access to microfabricated elements is the most feasible and 
attractive solution currently available and will be just as important 
to the success of fluidic MEMS as the PC board has been to 
integrated circuits. 
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ABSTRACT 

A micromachined chemical reactor (µ-reactor) for performing 
highly exothermic heterogeneous catalytic reactions has 
been fabricated, and successfully tested for two gas-phase 
model reaction systems- CO and NH3 oxidations over Pt 
catalyst. The results demonstrate the feasibility of chemical 
production on a micro-scale, and suggest that µ-reactors have 
the potential of safer operation as compared to conventional 
reactors. 

INTRODUCTION 

Micromachined chemical systems have traditionally been 
fabricated for chemical analysis and sensing, not chemical 
production. Recent reports have outlined the potential 
advantages of micromachined chemical systems for chemical 
production [1,2], and have demonstrated feasibility of 
conducting reactions in externally heated microchannels [l]. 
One promising advantage of micromachined chemical 
reactors over conventional reactors is the increased safety for 
carrying out highly exothermic reactions that could lead to 
thermal runaway and explosions in conventional reactors. By 
carrying out the reaction in small physical dimensions, i.e. 
increasing the surface area to volume ratio of the reactor, heat 
can be removed very efficiently from the reactor, potentially 
preventing a thermal runaway. Moreover, the large surface 
area to volume ratios serves to inhibit undesired gas phase 
chemistry by thermal or chemical quenching of free radicals, 
thus preventing a gas-phase chain branching type of runaway 
reaction. 

The aim of this research is to understand and to explore the 
fundamental issues in carrying out a particular class of 
exothermic reactions on a micro-scale, namely catalytic 
partial oxidation reactions. Partial oxidation reactions are 
widely used in the chemical industry to produce a large number 
of useful chemical intermediates such as alcohols, aldehydes, 
cyanides, and nitriles [3]. These partial oxidation reactions 
are typically extremely fast and highly exothermic (heats of 
reaction on the order of I 00kJ/mol). These characteristics 
make the control of conventional 'macroscopic' partial 
oxidation reactors difficult. Slight changes in 'reactor 
parameters such as the inlet temperature can cause a runaway 
reaction, potentially leading to an explosion. Thus, these 
reactions are ideal candidates for exploring potential safety 
advantages of micromachined reactors. 

Commercially, µ-reactors could be used for point of use 
production of toxic or unstable chemicals via partial 
oxidation reactions. This would eliminate the need for storage 
and transportation of these hazardous and unstable chemicals 
[l ]. Since some partial oxidation reactions are very fast
(reaction time< lms), the throughput of one µ-reactor may be 
sufficiently large that a modest number of µ-reactors 

operating in parallel could satisfy the requisite production 
rate for point of use applications. In this paper we will , 
describe our prototype µ-reactor, the test set-up, and initial 
test results for two model catalytic oxidation reactions. 

DEVICE DESCRIPTION 

The µ-reactor is a T-shaped channel for gas flow fabricated by 
bulk micromachining of a silicon wafer (figs.] &2). The 
channel is sealed from the top by a low stress silicon nitride 
membrane (fig.I), and is seaied at the bottom by an aluminum 
base-plate with three gas inlet-outlet holes that is epoxied to 
the chip (fig. 3). Reactant gases enter the µ-reactor at the two 
ends of the horizontal flow sensor region, where the gas flow 
rate is determined using hot film anemometer in either a time 
of flight or anemometer mode. The reactant gases diffusively 
mix at the entrance to the reaction zone which is the vertical 
section of the T-shaped channel. In the reaction zone, the 
gases react on the catalyst that is coated on the silicon nitride 
membrane, and the products exit the µ-reactor at the vertical 
end of the T. 

Temp 
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Fig.I Schematic top-view of µ-reactor 
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Scale 

Fig.2 Photograph of part of wafer showing six devices 

Silicon nitride membrane 

Fig. 3 Exploded view of µ-reactor package 

The top surface of the silicon nitride membrane has five 
segmented Pt resistor lines, which serve both to heat the 
catalyst, and to measure its temperature. Heat transfer 
simulations indicate negligible temperature difference 
between heater segments on the top surface, and the catalyst 
on the bottom surface of the membrane. The temperature is 
determined by measuring the incremental electrical resistance 
of the heaters, and then comparing the measured value with 
previously generated calibration curves of incremental 
resistance with temperature. 

F AB RICA TION PROCESS 

The starting material for the µ-reactor fabrication (fig. 4) was 
a double side polished (I 00mm diameter , 550µm thick) 
silicon wafer LPCVD coated with 0.5µm thick low-stress 
silicon nitride. The backside of the wafer was patterned and 
plasma etched to expose the silicon in the T-shaped channel 
region. The front side of the wafer was then patterned for 
metal lift-off using infra-red (IR) alignment. E-beam 
evaporation of 0.1 µm platinum (on a 10nm Ti adhesion layer) 

Starting material- Double polished 

Si wafer with CVD nitride 

Step I: Pattern backside nitride 

Step 2: Deposit and pattern 

metal on frontside 

7 \ 
Step 3: KOH etch channels 

/NME\ 

-jjj,--1 ----,�
Step 4: Deposit metal catalyst 

using shadow mask 

Step 5: Epoxy Al base-plate to seal channel 

Shadow Mask 

Fig. 4 Fabrication Process Flow 

for metal heaters, and temperature and flow sensors was 
carried out. In the next step, the backside of the wafer was 
exposed to KOH, etching the bulk of silicon, stopping on the 
nitride membrane. Subsequently, 0.1 µm thick platinum 
catalyst (on I 0nm Ti) was e-beam deposited on the silicon 
nitride membrane in the reactor region via a shadow mask. In 
the final step, an aluminum base-plate with three gas inlet
outlet holes was epoxied to the chip (figs.3&4). 

TEST SETUP 

The test-bed for the µ-reactor is shown in fig.5. 02, NH3 and 
CO were transported via external mass flow controllers, 
which maintain the desired gas flow rates, into a mechanical 
package (gas input-output chuck). The gas input-output chuck 
was used to transfer gases from the external 1/16" piping into 
the µ-reactor. The gas inlet-outlet holes in the µ-reactor base
plate were aligned with the gas inlet-outlet holes in the 
chuck, and the base-plate was sealed by pressurized contact 
with Vi ton® a-rings on the top face of the chuck. 

A probe card was used to electrically access the heater and 
temperature sensor bond pads . The product gas stream exited 
the µ-reactor via the gas input-output chuck outlet into the 
exhaust piping. The exhaust gas concentrations were 
continuously monitored using a quadrupole mass 
spectrometer. The µ-reactor assembly was placed under a 
microscope for imaging. 
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Fig. 5 Schematic diagram of µ-reactor test-bed 

DEVICE MODELING 

We have developed two and three dimensional Galerkin Finite 
Element (FEM) simulation tools for evaluating and 
comparing µ-reactor performance with conventional reactors 
based on similar modeling tools for microelectronics 
processing[6]. A mesh generator is used to translate reactor 
geometries into FEM meshes. As an example of the three 
dimensional fluid flow and heat transfer simulations, fig.6 
shows the temperature profile on the silicon nitride 
membrane, and fig.7 displays the corresponding temperatures 
in the gas below the heater in the reaction zone. The very 
good thermal isolation provided by the silicon nitride 
membrane results in a very narrow hot zone, while the bulk of 
the µ-reactor chip is at room temperature. 

Detailed chemical mechanisms have been coupled with fluid 
flow, heat and mass transfer FEM simulations to evaluate the 
chemical behavior of µ-reactors, specifically their ability to 
prevent runaway reactions and their product yield and 
selectivity. The computations show that the heat transfer to 
the bulk Si wafer and wall quenching reactions have the 
desired effect of eliminating thermal runaway. 

TEST RESULTS 

The µ-reactor operation has been successfully tested for two 
catalytic oxidation reactions: 1) Pt catalyzed oxidation of 
NH3, 

,5 Pt 3 
NH3 +-Oz--,NO +-HzO + 226kJ

4 2 

and 2) Pt catalyzed oxidation of CO, 

CO+½ 02 
Pt CO2+ 284kJ.

The mass spectrometer data of the normalized NH3 peak, in 
the case of tJle NH3 oxidation reaction is shown in fig.8. The 
2nd heater segment of the µ-reactor (fig. l) was gradually 
heated under gas inlet conditions summarized in fig.8. The 
reaction ignited at a catalyst temperature of 230°C, as 
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Fig. 6. Temperature contours on SiN membrane. The figure 
inset shows the active heater segment on the SiN membrane 
that was used in the simulation. 
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Fig. 7 Temperature profile along reactor length. The gas 
flow velocity is 26 emfs. 

indicated by the drop in the NH3 peak intensity. Once ignited, 
the power to the heater was kept constant, but the catalyst 
temperature rapidly climbed to a steady state value of 680°C 
due to the heat released by the reaction. The NO peak in the 
mass spectrometer signal rose while the N2, N2O and NO2 
peaks were absent, indicating that there were no side 
reactions. For this reaction, the catalyst activity remained 
stable over several hours of operation. 

Mass spectrometer data of the exhaust gas stream in the CO 
oxidation reaction is shown in fig.9. The reaction ignited at a 
catalyst temperature of 400°C (at t=l50s in fig.7), as 
indicated by the drop in CO concentration and rise in the CO2 
concentration in the product gas stream. The catalyst 
temperature rapidly climbed to 800°C as a result of the heat 
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Fig. 8 Normalized concentrations of µ-reactor exhaust 
during NH3 oxidation. Reaction conditions are- Pressure =
latm, inlet Oz flowrate = JOsccm, inlet NH3 flowrate =

lsccm, Power supplied to heater at ignition = 124.SmW. 
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Fig. 9 Normalized concentrations of µ-reactor exhaust 
during CO oxidation. Reaction conditions are- Pressure =
1 atm, inlet Oz flowrate = 20sccm, inlet CO flow rate = 2sccm, 
Power supplied to heater at ignition= 340mW. 

released in the reaction. This ignition behavior is consistent 
with CO oxidation literature[4]. As the reaction progressed, 
the catalyst deactivated leading to a steady drop in the 
reaction rate, and eventual extinction of the reaction. Ex-situ 
Auger Electron Spectroscopy of the catalyst surface revealed 
carbon and nickel deposits as possible causes for the catalyst 
deactivation. 

Several observations may be made when comparing the 
reported behavior of µ-reactor test data with macroscopic 
laboratory reactors operating with the same inlet gas 
compositions. The ignition behavior is the same, but the 
reaction and extinction behavior in the µ-reactor deviated 
from conventional laboratory reactors. When catalytic NH3 
oxidation is carried out on Pt foils suspended in a 3.2cm 
diameter pyrex tube, under the same inlet gas conditions as 
the present study, the reaction is autothermal [5], i.e. it does 
not require external heat input to sustain the reaction and can 
only be shut off by stopping the flow of reactants. In 
contrast, in the µ-reactor, the reaction extinguishes at heater 
powers below l 18mW. Thus, in the event of an emergency, 

the µ-reactor can be shut-off immediately by turning off the 
heaters, leading to safer operation. 

CONCLUSION 

A prom1smg application for micromachined chemical 
reactors is the processing of potentially explosive and 
hazardous reactions. A µ-reactor for carrying out an important 
class of highly exothermic hydrocarbon partial oxidations, 
has been fabricated, and successfully tested for two model 
reaction system. Preliminary results demonstrate the 
feasibility of conducting catalytic reactions on a micro-scale, 
and more importantly, indicate a potential for safer operation 
of µ-reactors over conventional reactors. 
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ABSTRACT 

The primary research objective of the work described here 
is to design, synthesize, and characterize new materials for use 
as chemical sensor interfaces, integrate these materials, using 
appropriate transducers, into sensor arrays, and then develop 
appropriate mathematical algorithms for interpreting the array 
response. 

In this paper, we will discuss two new types of materials 
we have developed that are ideally suited for use as chemically 
sensitive interfaces for array-based chemical sensing 
applications, since they: (1) provide general specificity towards 
classes of functional groups rather than individual compounds; 
(2) are intermediate in structure between monolayers and
polymers; (3) exhibit both endo- and exo-recognition. The first 
class of materials is surface-confined dendrimers and the second 
is hyperbranched polymers. 

INTRODUCTION 

Dendrimer thin films represent a new type of interfacial 
architecture that resides on the border between self-assembled 
monolayers (SAMs) and polymer films [l]. The response to 
vapor-phase dosing experiments we describe here demonstrates 
how this architecture is particularly well suited to chemical 
sensing because, like polymers, it displays the sensitivity of 
thicker films, but, like monolayers, it does not suffer from 
permeation transients. In addition, we show that the response 
of these surfaces to vapor-phase probe molecules is dependent 
in a chemically logical way on both the chemical nature of the 
dendrimer-probe interaction and the dendrimer size. 

Dendrimers are a class of hyperbranched polymer that 
have regularly repeating branch sequences emanating from a 
central core that terminate in a large number of surface-end 
groups [2,3]. These supramolecular sµecies offer a unique and 
unexplored venue for the creation of chemically-sensitive 
interfaces that act through dual-mode reception; voids within 
the dendrimer superstructure serve as endoreceptors and the 
terminal functional groups of dendrimers serve as exoreceptors 
(Scheme 1). Importantly, the chemical functionalities of 
dendrimer exoreceptors and endoreceptors are both subject to  
rational synthetic control. In spite of the exceptional promise 
of dendrimers as receptors in thin films, there are no prior 
published accounts describing the covalent surface-confinement 
of dendrimers or their integration into chemical sensors, and 
only three accounts that deal with the formation of organic 
dendrimer films [4-6]. 

In addition to dendrimer monolayers, we have also 
prepared thin films of new highly branched polymers, which we 
term 'hyperbranched polymers,' that are relevant to boundary 
layer phenomena such as adhesion, wetting, and chemical 
sensing [7]. Specifically, we synthesized surface-grafted, 
hyperbranched poly(acrylic acid) (PAA) films on self-assembled 

organomercaptan monolayers. These films grow in discrete 
steps, but unlike most layer-by-layer approaches, film 
thickness increases nonlinearly as a function of the number of 
layers because of the branched polymeric architecture. 
Moreover, these polymer films contain a high density of 
carboxylic acid groups, which can act as receptor sites 
themselves or serve as reactive sites for subsequent 
deri vatization. 

Modification of outer functional 
groups offers many avenues Proton transfer to a vapor•phase probe 
for molecular recognition � at the crowded dendron surface. 
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RESULTS AND DISCUSSION 

Scheme 2 illustrates our procedure for attaching 
poly(amidoamine) (PAMAM) dendrimers to a mercaptoun
decanoic acid (MUA) SAM using an asymmetric anhydride 
intermediate. This intermediate, formed by reacting the MUA 
SAM with ethyl chloroformate, is highly active and rapidly 
condenses with the amine-terminated dendrimers to form amide 
linkages. We characterized the dendrimer surfaces, each of 
which incorporated one of five generations of PAMAM 
dendrimers (GO, MW=517; G2, MW=3256; G4, MW=l4,215; 
G6, MW=58,048; G8, MW=233,383), by Fourier transform 
infrared-external reflectance spectroscopy (FTIR-ERS) and 
ellipsometry. 

To confirm the attachment of dendrimers to MUA SAMs, 
we obtained FTIR-ERS spectra of GO-, G2-, G4-, G6-, and GS
modified surfaces. Figure I shows the amide and carbonyl 
region of these spectra. There are two impo·rtant points. First, 
we do not observe residual IR absorbance from the MUA 
carbonyls (C=O), which would appear between 1720 and I 7 40 
cm-1, after linking dendrimers to the SAMs. This indicates 
complete or nearly complete reaction between all five 
dendrimers and the MUA surface (from control experiments we 
estimate that residual carboxyl group sites in excess of 10% 
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Figure 1. FTIR-ERS and ellipsometric results from analysis 
of five generations of dendrimer films. The infrared spectra 
show the quantitative attachment of dendrimers to SAM active 
sites, via an absence of residual carbonyls, and concomitant 
increase in dendrimer amide bands and generation. The inset 
illustrates how both the average ellipsometric film thickness 
and dendrimer diameter scale linearly with the total amide peak 
area. Taken together these data show that, for a constant two
dimensional dendrimer coverage, three-dimensional growth is 
dependent upon dendrimer generation. Data in the inset 
represents a mean of five or more separate experiments. 

would be discernible). Second, amides are the principal infrared
active functionality of PAMAM dendrimers, and the total area of 
amide I and II bands increases with increasing dendrimer 
generation. Since the two-dimensional projection of the 
dendrimer overlayer onto the surface is the same for all five 

generations, this result demonstrates the anticipated three
dimensional film structure. 

The inset of Figure 1 shows that there is a correlation 
between the diameters of the bulk-phase dendrimers and the 
thickness of the dendrimer monolayers since both the dendrimer 
diameter, measured by size-exclusion chromatography, and the 
measured ellipsometric thicknesses of the dendrimer 
monolayers scale linearly with the amide I and II peak area. The 
FITR-ERS and ellipsometric results attest to the approximately 
monolayer-level dendrimer surface coverage and three
dimensional film growth that scales with dendrimer generation. 

For the reasons discussed earlier, dendrimers of different 
size and chemical composition are ideally suited for integration 
into array-based chemical sensors [8], and therefore we 
monitored the response of these surfaces to vapor-phase probe 
molecules. In the first experiment of this type, we used methyl 
acrylate to probe the primary amine functionalities at the 
dendrimer terminal arms. Michael addition of methyl acrylate to 
primary amines is known to target only the primary amines of 
the PAMAM structure. The resulting product is a methyl ester 
whose signature is evident in the carbonyl region of the infrared 
spectrum (1720-1740 cm·1). Figure 2 shows the relationship
between surface reactivity, gauged by the area of the carbonyl 
band, and the square of the dendrimer radius (r/). 
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Figure 2. The relation between ri and the reactivity 
(indicated by carbonyl peak area) of dendrimer film exoreceptors 
with vapor-phase methyl acrylate. Nonspherical dendrimers 
(GO and G2) react completely with MUA SAMs at the time o f  
attachment and produce dendrimer films that are unreactive to  
methyl acrylate. Spheroidal dendrimers (G4-GB) retain a 
globular structure subsequent to surface attachment and hence, 
for the constant two-dimensional dendrimer coverage observed 
in these experiments, have reactivity with methyl acrylate that 
is directly related to the amount of three-dimensional surface 
area of the dendrimer film. 

These data illustrate two important points. First, below the 
threshold at which PAMAM dendrimers are known to adopt a 
globular geometry (GO and 02), the dendrimer films show no 
reactivity. Since GO and 02 dendrimers are geometrically 
malleable, all or most of the outer functional groups react with 
the MUA surface during attachment, and therefore there are no 
amines left to react with methyl acrylate. A second notable 
feature of Figure 2 is that at or above the threshold at which 
PAMAM dendrimers adopt a globular geometry (04-08), the 
number of dendrimer-film reactive sites increases linearly with 
r/ (ri oc exoreceptive surface area of a spheroid). This is a 
result of the spheroidal geometry of 04-08 surface-confined 
dendrimers, which prevents all the terminal functional groups 
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from reacting completely with the MUA surface (Scheme 2). 
Thus increased reactivity with vapor-phase methyl acrylate is a 
direct consequence of the enhanced number and accessibility of 
exoreceptors in dendrimer films with three-dimensional film 
structure. 

We conducted a second experiment to investigate the 
response of dendrimer-modified surfaces to unreactive vapor
phase probes. In this experiment we sequentially dosed 
dendrimer-modified surface acoustic wave (SAW) devices with 
several molecular probes of varying chemical nature. To 
examine functional group specificity, we chose benzene, 3-
methyl hexane and n-heptane as hydrophobic probes, methyl 
propanol and butanol as hydrogen-bonding probes, and 
propionic acid, which is a hydrogen bonding probe capable of 
proton transfer. 

SAW devices are best known for their ability to function 
as highly sensitive mass balances capable of quantitatively 
detecting as little as 100 pg/cm2, and as excellent platforms for 
chemical microsensor systems [8]. In this experiment, we first 
modify the Au-coated active area of a SAW device with a 
dendrimer film, and then load the device into a flow cell for 
vapor phase dosing [9]. Figure 3a is an example of unprocessed 
data from a typical SAW experiment. It illustrates how the 
dendrimer-modified device response in these experiments 
possesses three of the essential attributes of an ideal chemical 
sensor: 1) the response to dosants in these experiments is rapid 
with no detectable permeation transient, 2) the signal-to-noise 
ratio of the data is excellent, and 3) the response is typically 
completely reversible [10].

Figure 3b summarizes the results from vapor-phase dosing 
experiments of dendrimer-modified surfaces carried out as 
described for Figure 3a. We dosed a total of three independently 
prepared devices for each dendrimer generation, and each device 
was sequentially dosed three or more times with each dosant. 
All dendrimer-modified devices are most responsive to  
propionic acid, to  which, as  with methyl acrylate, the response 
of G4-, G6-, and GS-modified devices is much greater than that 
of GO- and G2-modified devices. The response of the G4-
modified device to propionic acid is statistically differentiable 
from the responses of both the GO- and G2-modified devices. 
However, unlike methyl acrylate, the response to propionic acid 
does not increase with increasing dendrimer size. This is an 
interesting point inasmuch as the methyl acrylate probe targets 
the dendrimer outer functional groups (exoreceptors) only, 
whereas propionic acid may probe dendrimer endoreceptors as 
well. Partial or complete intercalation of probes into the 
dendrimer structure (endoreception) generates a mass loading 
that would not yield the linear response shown in Figure 2. 
Although the void volume, and hence endoreceptive capacity of 
dendrimers, increases greatly with increasing generation, the 
larger dendrimers have a very high density of outer surface 
groups that may sterically obstruct probe penetration into 
interior dendrimer voids. In this context, we note that the G4-
modified surface is simultaneously the most responsive surface 
to all probes used in the SAW device study as well as the least 
constricted of the spheroidal dendrimers that we investigated. 
That is, while the surface area of G4 is the smallest of the 
spheroidal dendrimers, its interior is most accessible. 

Another key point about the SAW device responses in 
Figure 3b is that the response to probes decreases in the order 
acid > alcohols > hydrophobic dosants. This response order i s  
more pronounced for  the G4-G8 modified surfaces and is dictated 
by the PAMAM structure which possesses hydrogen-bonding 
exoreceptors and endoreceptors. GO and G2 dendrimer films are 
not as effective at discriminating between the three different 
classes of probes since these surfaces have few or no free amine 
terminal groups, and no coherent endoreceptive ability. 
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Figure 3. a) Unprocessed response from a GS-modified SAW 
device dosed with vapor-phase butanol (25 % of saturation in 
N2). This trace shows how a typical response of dendrimer 
modified devices is instantaneous, stable, and reversible. The 
solid arrows indicate butanol dosing and the closed arrows 
indicate purging with pure N2. b) Results from dosing 
dendrimer-modified SAW devices with six VOCs. The response 
order acid > alcohols > hydrophobic dosants is a result of the 
high number of polar receptor sites associated with the PAMAM 
structure. Higher generation dendrimers (G4-G8) discriminate 
the chemical nature of the probe more effectively due to the 
three-dimensional structure of these films, however the 
magnitude of response is not directly related to dendrimer size 
since the dosants in this experiment probe the dendrimers' dual
mode receptive capacity. 

As with the dendrimer monolayers, synthesis of hyper
branched polymer films (Figure 4) begins with a mercapto
undecanoic acid (MUA) SAM. The acid groups react with an 
a,ro-diamino-terminated poly(tert-butyl acrylate) (H2NR-PTBA
RNHz) to yield a grafted polymer layer. Hydrolysis then forms a 
grafted PAA layer. Repetition of these steps produces additional 
grafting at multiple sites on each prior graft leading to a 
layered, hyperbranched polymer film. 

This procedure has several desirable attributes. First, it 
compensates for inefficiencies in reactions at surfaces. Because 
there are many grafting sites on each polymer chain, this 
method produces a thick polymer layer even if reactions proceed 
in relatively poor yield. Second, the grafted polymer films 
contain a high density of reactive functional groups that are 
suitable for further elaboration. Finally, because branching 
infers that each subsequent layer contains more polymer chains, 
this method leads to increasingly thicker and more tightly 
packed polymer layers. 

Because of the high density of functional groups, PAA 
films can serve as specific metal-ion binders . After exposure to  
an equimolar ethanolic solution of Fe(ClO4)3 and Ni(ClO4)i, the 
intensity of the acid carbonyl FTIR absorption (1731 cm-1) 

decreased by >80% and new peaks corresponding to the 
symmetric and asymmetric stretches of carboxylate appeared 
(1582 cm· 1 and 1440 cm· 1 ) (Figure 5). These changes demons-
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Figure 4. Illustration of a three-layer hyperbranched polymer 
attached to a mercaptoundecanoic acid (MUA) self-assembled 
mono layer. The layers are composed of poly( acrylic acid) 
polymer chains covalently linked to one another through 
terminal amide bonds. The asterisks denote carboxylic acid 
receptor groups. 

strate metal complexation by the carboxylate receptors. In this 
competitive binding experiment, the films complex high levels 
of Fe3+ (XPS: 0 / Fe = 6, consistent with each Fe3+ coordinated 
to three carboxylates), but no detectable Ni2+ . This result is in  
accord with the formation constants of  Fe3+- and Ni2+_ 
carboxylate complexes. 
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Figure 5. FTIR-ERS spectra of (A) I layer of PAA grafted on 
MUA and (B) the same sample after immersion in an equimolar 
ethanolic solution of Fe(Cl04)j and Ni(Cl04)i (0.006 M) 
followed by an ethanol rinse. 

SUMMARY AND CONCLUSIONS 

In summary, we have demonstrated for the first time that 
monolayers of dendrimers can be covalently linked to surfaces, 
and we have shown that films incorporating higher generation 
dendrimers, that is, those possessing characteristic exo- and 
endo-structure, show superior response (methyl acrylate, 
propionic acid) and selectivity (propionic acid > alcohols > 
hydrophobic dosants) to vapor-phase probes than films 
incorporating non-spheroidal molecules (GO and 02 PAMAM 
dendrimers) lacking endo- and exo-structure. 

Hyperbranched PAA films can also be easily synthesized 
on a MUA SAM via sequential grafting with polymeric building 
blocks. The film thickness increases rapidly as a function of 
the number of grafting steps. In addition, these films contain a 
high density of carboxylic acid groups that can selectively bind 

metal ions or be chemically modified. Hyperbranched polymer 
films thus provide new platforms for chemical sensing 
applications and for tailoring polymer surface properties for a 
wide variety of technological applications. 
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ABSTRACT· 

A post-processing, selective micro-chemical vapor 
deposition ("micro-CVD") technology for the deposition of 
catalytic films on surface-micromachined, nitride-passivated 
polysilicon filaments has been investigated. Atmospheric pressure 
deposition of platinum on microfilaments was accomplished by 
thermal decomposition of platinum acetylacetonate, an 
organometallic Pt precursor; deposition occurs selectively only on 
those filaments which are electrically heated. Catalyst 
morphology, characterized by scanning electron microscopy, can 
be controlled by altering deposition time, filament temperature, and 
through the use of pulsed heating of the filament during deposition. 
Morphology plays an important role in determining the sensitivity 
of these devices when used as combustible gas sensors. 

INTRODUCTION 

Combustible gases such as methane and hydrogen pose a 
safety threat when they accumulate at explosive concentrations. A 
well-developed technology to detect such species in air is the use 
of an electrically heated Pt filament or Pt-loaded ceramic bead [1-
3]. These catalytic gas sensors measure the temperature change 
induced in the catalyst during combustion by means of a resistance 
variation [4]. Despite successful implementation for many years, 
these conventional combustible gas sensors have several 
limitations. Due to their relatively large size, they have high power 
consumption and slow response time. Often, hand manufacture or 
hand sorting of these devices is required [5,6]. For these reasons, 
they can be expensive, unreliable and not reproducible. Our goal 
is to overcome these limitations by taking advantage of Si 
microfabrication technology. Furthermore, this method of 
fabrication allows for both improved selectivity through the 
development of sensor arrays, and the integration of electronics for 
control and data acquisition [7, 8]. 

Micromachined combustible gas sensors have been 
reported elsewhere [5-6,9-10]. Using surface micromachining and 
"micro-CVD" techniques, we have designed, modeled, fabricated, 
and tested Pt-coated polysilicon microfilaments for the calorimetric 
detection of combustible gas mixtures. Similar microfilaments 
have been previously explored as potential incandescent light 
sources and hot-wire anemometers [ 11, 12] but have as yet to be 
exploited for chemical sensing. Our filament fabrication procedure 
is similar to that developed by Mastrangelo [13]. The filaments 
also have much in common with "micro-hotplates," [5,7,14-16] but 
offer the potential advantage of less thermal mass and consequent 
reductions in power consumption and response time. 

This work focuses on a post-processing, selective 
"micro-CVD" technology for the deposition of catalytic films on 
silicon nitride-passivated polysilicon filaments (Figure I). We 

Stephen D. Senturia 

Massachusetts Institute of Technology 
Cambridge, MA 02139 

Figure 1. Near-profile SEM of 200 micron long filaments prior 

to Pt deposition The filaments are 2 µm thick, JO µm wide and 

elevated 2 µm above the substrate. They are encapsulated in a 

passivating layer of silicon nitride. 

believe this is an important technology for many chemical 
microsensors, because (a) film deposition prior to release limits 
film choice due to possible attack by the etchant, and (b) the 
fragility of released microstuctui-es renders them unsuitable for 
many conventional deposition techniques [ 17]. We use 
atmospheric-pressure deposition of Pt on surface-micromachined 
microfilaments by thermal decomposition of an organometallic Pt 
precursor, platinum acetylacetonate. This post-packaging 
deposition occurs only on the selectively heated filament(s). 

Because catalyst morphology plays a role in determining the 
sensitivity, selectivity, and longevity of combustible gas detectors, 
control of platinum film microstructure is critical. Scanning 
electron microscopy (SEM) studies of Pt films are presented here 
and show that control of film morphology can be achieved by 
altering deposition time, filament temperature, and importantly, 
through the use of pulsed heating of the filament during Pt 
deposition. Sensitivity of these devices to various concentrations 
of hydrogen in oxygen and nitrogen is also reported and shows that 
film morphology is a critical parameter. 

The interplay between gas transport kinetics and surface 
reaction rates can affect the sensor response as a function of 
catalyst film morphology and, indeed, can influence the catalyst 
morphology during its deposition. Higher surface-area films 
contain a larger number of reaction sites, tending to drive the rate 
of surface reaction, and hence the heat deposited in the filament, 
towards the mass-transport limit, thus improving sensitivity to 
combustible mixtures. During the CVD process, the relatively 
larger accessible gas volume that supplies organometallic 
precursors to "sharp" filament features such as comers and edges 
yields a higher mass-transport-limited flux than in the planar 
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regions of the filament, often resulting in edges covered by thicker 
and/or higher surface area deposits than found on top of the 
filament. 

These variable-mass-transport effects can be manipulated by 
operation in a regime where depletion of the gas-phase 
concentrations of precursor (or reactants) is controlled: pulsed 
operation of the filament allows "replenishment time" between 
pulses, during which the concentrations of gaseous species recover 
to their bulk values. Manipulation of pulse width and duration 
therefore offers the opportunity to control the reaction rates for 
catalyst deposition, as well as combustible species detection, at 
various points between the two limits of mass transport and surface 
reaction rate. 

EXPERIMENT 

The micro-CVD apparatus is diagrammed in Figure 2. The 
packaged filament is placed in the CVD cell with a small amount 
of the Pt precursor. The cell is inserted in an oven at 140 °C. This 
temperature provides adequate vapor pressure of the Pt precursor in 
the cell, but no deposition occurs, except on those filaments that are 
electrically heated by the external control circuit. Deposition of 
platinum is optimized where filament temperature exceeds 450°C 
(18]. 

The control circuit is designed to maintain the filament at 
constant resistance and can provide continuous and pulsed 
reference resistances. In order to evaluate the effects of deposition 
time and filament bias mode (pulsed versus continuous), a matrix 
of deposition conditions was examined. For a given filament 
temperature distribution, deposition time and duty cycle of the 
heating pulse were varied. Deposition times of0.7, 1.5, 3,7,15 and 
25 min. were investigated using a 20 Hz pulse train with duty 
cycles of 5, 10, 20, 50 and 100% (continuous). 

To detect combustible gas mixtures, the current and 
voltage required to maintain a Pt-coated filament at constant 
resistance were monitored during exposure to combustible 
hydrogen mixtures. Measurements were made in a steady-flow 
gas test bed in which total flow was regulated to 1 slm. Gas flows 
were prepared by mixing nitrogen and 20% oxygen with various 
concentrations of hydrogen using mass-flow controllers. 

00 

Control 
Circuit 

CVD 
Cell 

Oven 

N
2 

lines 

--

---+---,1+-Filament 

Precursor 

Figure 2. The micro-CVD apparatus: A teflon "CVD cell" houses 
the packaged filament and a small amount of the Pt precursor. 
The cell is equipped with electrical access to provide power to 
those filaments selected for deposition. Nitrogen lines insure an 
inert ambient in the cell. To vaporize the precursor, the CVD cell 
is inserted into an oven at 140 °C. 

Figure 3. SEM top view of a pair of filaments. Al bond wires 
connect the square bond pads to a conventional dual in-line 
package (DIP). Only the lower filament which was electrically 
heated in the CVD cell contains a 0.2 µm layer of Pt 

Figure 4. Near-profile SEMs of the ends of two filaments 
subjected to different deposition conditions. The high surface-area 
film on the top filament was deposited in continuous mode for JO. 
minutes. The lower film underwent a 9% duty-cycle (5 msec on, 50 
msec off) deposition for a total elapsed time of 7 min., and is 
relatively smooth in comparison to the upper film. 

RESULTS AND DISCUSSION 

Figure 3 shows a top view of side-by-side filaments, only one 
of which (the lower) was electrically heated and consequently 
coated with Pt. Figure 4 illustrates two extremes of catalyst 
morphology that can be obtained by varying the deposition time 
and the duty cycle of the heating pulse. 

To better understand the role these factors play in controlling 
the morphology, one must make a fair comparison between films 
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deposited under different conditions. One approach compares 

films formed using equivalent total energy inputs into the filaments 

during deposition. For a given filament temperature distribution, 

this energy is proportional to the amount of time the filament is 

heated during deposition (product of duty cycle and total deposition 

time). SEMs of two filaments, shown in Figure 5, demonstrate that 

although both had the same input energy, the higher duty-cycle 

heating increased the amount of Pt at that filament's edge. This 

result is consistent with the higher mass-transport limit of catalyst 

precursor that is expected at the edges of these filaments. In the 

extreme case demonstrated in Figure 4, heavy deposition on the 

upper filament's edge threatens to thermally connect the device to 

the substrate, and thereby defeat its mode of operation. This 

scenario underlines the importance of film morphology control. 

A slight increase in surface roughness with increased duty

cycle is also evident in Figure 5, a result we have generally 
observed. Deposition time, on the other hand, mainly controls the 

film thickness, with a secondary effect on surface roughness. 

Figure 6 shows two devices with the same duty-cycle deposition 

(continuous), but different deposition times. An increase in film 

thickness with deposition time, along with an increase in 

roughness, is demonstrated. 

Figure 5. Two filaments with the same energy input. The upper 

filament wuierwent a 15 min. 10% duty-cycle, 20 Hz deposition. 

The lower filament had a 7.5 min. 20% duty-cycle, 20 Hz 

deposition. The overall Pt surface roughness and Pt deposition on 

the filament edge have both increased with duty cycle. A particle 

of precursor remained on the upper filament subsequent to 

deposition. Both SEMs were taken at the same magnification 

Figure 6. High magnification, plan view of two filaments. Both 

films were deposited in continuous mode. Deposition time and 

surface roughness increase from top to bottom in the figure. (From 

top to bottom, deposition times are 1.5 and 3.0 min.) 

Typical sensor response to mixtures of hydrogen in oxygen is 

given in Figure 7. These data demonstrate that for small gas 

concentrations, response is rapid (about 30 seconds for a full-scale 

response). Thermal response data show that the filament actually 

reaches operating temperature in 0.5 msec. The detection limit is 

100 ppm hydrogen in synthetic air. Furthermore, when operated in 

continuous mode, the filament consumes less than 70 mW of 

power; operation in a pulsed mode can further reduce total power 

consumption. 

Figure 8 is a comparison plot, illustrating the relative effects 

of different deposition conditions (and therefore different catalyst 

morphologies) on sensor response. Prior to gas sensing, film 

morphology was evaluated qualitatively from SEM photographs. 

Film 1 had a smoother catalyst morphology and, as shown in 

. Figure 8, roughly half the response of film 2. From these 

preliminary data it is clear that higher surface area films, which 

correspond to greater duty cycles and longer deposition times, are 

more sensitive. This result is consistent with mass-transport 

limited reaction rates. 
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Figure 7. Sensor response of a Pt coated filament when subjected 
to various concentrations of hydrogen in 20% oxygen and a 

balance of nitrogen. The baseline signal is taken in pure nitrogen. 
Data was taken at 10 sec per point. 

SUMMARY AND CONCLUSIONS 

We have demonstrated an atmospheric pressure, post
processing, selective "micro-CVD" technology for the deposition 
of catalytic films on surface-micromachined, nitride-passivated 
polysilicon filaments. Catalyst morphology can be controlled by 
altering deposition time, filament temperature, and through the use 
of pulsed heating of the filament during deposition. Both 
deposition time and duty cycle can be varied to control the film 
thickness and surface . roughness. Duty cycle also affects the 
amount of catalyst deposited at the filament edge. When used in 
the detection of combustion gases, these devices are low power, 
sensitive and fast. The most sensitive films have higher surface 
area, requiring longer duty cycles and deposition times. Future 
work will be directed at investigating the effects of filament 
temperature, precursor temperature, and pressure on morphology 
and sensitivity. By controlling these parameters, in addition to 
deposition time and duty cycle, film morphology and sensor 
response can be optimized. 
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Figure 8 . . Response of two films, both deposited with a 20 Hz

heating pulse, to different concentrations of hydrogen (A=0.5%, 
B=l% and C=2%) in 20% oxygen and a balance of nitrogen. Film 
1 was deposited for 7 min. using a 10% duty cycle pulse. Film 2 
used a 20 % duty-cycle, 7 min. deposition.
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ABSTRACT 

We have studied the chemical selectivity and sensitivity of 
surface acoustic wave (SAW) sensors covered by (COO·)/Cu2+-
terminated interfaces by examining the response of self
assembled monolayer (SAM) films formed from the solution 
phase for 36, 84, and 180 h adsorption times. These SAMs were 
prepared on thin-film Au surfaces having variable, controlled 
grain size. Our results have important implications for designing 
and reliably fabricating chemical sensors that respond to specific 
organic analytes. 

INTRODUCTION 

Chemically sensitive SAW devices provide a platform for 
sensors that respond to specific organic analytes.1

• 
2 Custom

designed and synthesized molecular recognition sites are an 
appealing means for obtaining chemical specificity, but the time
intensive nature of this approach, coupled with the plague of non
specific adsorption and the large number of molecules for which 
sensors are sought, means that custom "guest-host" complexes 
may ultimately find application in a small fraction of successful 
chemical sensors. An alternate approach is to relax selectivity 
requirements significantly, using arrays of devices to provide a 
distinctive "fingerprint" pattern of responses for each analyte. 3 

We have designed chemically sensitive interfaces, of 
moderate class selectivity, that make use of known, reversible, 
bulk-phase interactions between functional groups in the film and 
a given analyte.4 These interfaces, which we immobilize on 97 -
MHz ST-quartz SAW delay lines (Figure 1 ), are formed from 
composite SAM films employing organomercaptans. The 
rationale for using this kind of SAM is to provide a simple 
methodology to quickly and reliably fabricate chemically active 
vapor/solid interfaces that respond reversibly and reproducibly to 
a wide spectrum of organic analytes. For example, it is well 
documented that SAM films prepared using millimolar 
concentrations of n-alkanethiols in ethanol produce monolayers 
having reproducible properties (i.e., surface coverage, structure, 
and orientation). 5 Moreover, research has shown that the 
chemical reactivity of the vapor/solicJ interface is easily controlled 
by altering the SAM terminal groups. 5 

Organomercaptan SAM films are most often formed onto 
Au surfaces. However, the deposition method and the substrate 
materials used to produce the Au layer for attaching the SAM film 
commonly varies for different research groups. For example, Au 
films might be prepared by thermal, electron-beam, or sputter 
deposition. In many instances, a Ti, Cr, or organic adhesion layer 
is used to bond the Au to Si, glass, quartz, or mica surfaces. 
Additional steps completed prior to forming the SAM film may 
include annealing or electropolishing the Au surface. Although 

Figure 1. Schematic diagram of a self-assembled composite 

mono/ayer-modified chemically sensitive SAW device. The 
carboxylate coordinated Cu2+-terminated interface depicted here 

displays significant selectivity, in addition to reversibility and 
durability, for detecting organophosphorous compounds. 

the wide range of substrate materials and deposition conditions 
produce Au films having different grain sizes and surface 
roughnesses, SAM films having similar properties are 
nevertheless formed. The ordering of the S head group onto the 
primarily ( 111) crystallite orientation found to predominate for all 
of these Au surfaces, along with the densely-packed self assembly 
of the alkane portion of the organomercaptan molecules, most 
likely accounts for the consistent characteristics of the Au
supported SAMs.5 Subtle effects (e.g., number of defects) within 
a SAM film, however, can result from differences in its 
microstructure, which is affected by the monolayer solution-phase 
adsorption time and/or the grain boundaries of the underlying Au 
film.6 

In this paper, we compare the SAW response from a 
carboxylate coordinated Cu2+-terminated SAM to that from a 
methyl-terminated SAM, as these films interact with a vapor
phase organophosphonate analyte as well as the vapors of a 
number of common organic solvents. (Selective detection of 
organophosphorous compounds, components of such substances 
as pesticides and chemical warfare agents, is important since these 
materials can pose a significant threat to health and environment.) 
We also examine in detail the effects of the solution-phase SAM 
adsorption time and the grain size of the supporting Au surface. 

EXPERIMENTAL METHODS 

The 97-MHz ST-quartz SAW devices were designed and 
fabricated at Sandia National Laboratories using interdigital 
transducers composed of fifty finger-pairs with a periodicity of 32 
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µm. 7 The transducers were defined photolithographically from 
200 nm-thick Au. A 15 nm Ti adhesion layer was used to bond 
the Au to the quartz substrate. The composite SAMs were 
prepared on 100 nm-thick Au films, which are electron-beam 
evaporated between the transducers. No Cr or Ti adhesion layer 
was used, since both of these metals are known to diffuse through 
Au films; this could interfere with comparisons between 
composite SAM films formed for different lengths of time and on 
Au surfaces having variable grain sizes. Au grain size was 
controlled by annealing the films at different temperatures. 

Composite monolayer films were prepared on newly 
deposited Au films by soaking the substrates in a dilute solution 
of 11-mercaptoundecanoic acid (MUA) in ethanol for 36, 84, and 
180 h followed by a 10 min solution-phase exposure to ethanolic 
Cu(ClO.J 2•6H 2O. Atomic force microscopy was used to
determine the grain size of the SAM-modified Au film after 
completing the SAW measurements. A computer-controlled flow 
system was used to measure adsorption/desorption isotherms. 8 

The relationship between the frequency shift of a SAW 
delay-line oscillator circuit and the mass loading is described in 
detail elsewhere. 9 Briefly, the change in frequency, !J.f, is related 
to the change in adsorbed mass per area, l!l._m!A), when the SAW 
velocity is perturbed only by mass loading variations: 

(1) 

where c
m 

is the mass sensitivity (1.33 cm2/g-MHz for ST-quartz), 
/0 is the unperturbed oscillator frequency (97 MHz), and K: is the 
fraction of the center-to-center distance between the transducers 
covered by the Au film; its present value is 0.7. 

RESULTS AND DISCUSSION 

Figures 2A and 2B show adsorption isotherms as a function 
of vapor-phase concentration for a series of organic analytes, as 
well as water, interacting with a SAW device covered by either a 
(COO·)iCu2+- or a CH3-terminated monolayer film, respectively.
For clarity, only a small percentage of the recorded data points are 
plotted. Since "raw" frequency changes are biased in favor of 
analytes with higher molecular weight, we determine the extent of 
selectivity by normalizing the data for analyte molecular weight, 
expressed as the number of moles adsorbed/area. 

The adsorption isotherms in Figure 2A reveal preferential 
response to diisopropylmethylphosphonate (DIMP) and acetone 
relative to other common organic solvents. These two analytes 
are expected to have moderately strong interactions with the 
(COO ·)/Cu 2+ -terminated surface because of their available 
oxygen lone pairs; the coordinated Cu 2+ is a Lewis acid and these 
two analytes are Lewis bases. Only the DIMP analyte, however, 
shows an appreciable amount of specific binding with this 
composite monolayer film when the results from the methyl
terminated SAM are taken into account. The degree of specificity 
of adsorbate/SAM interactions is most readily ascertained by 
taking the differences between the isotherms of Figures 2A and 
2B, shown in Figure 2C. The data clearly indicate that the 
(COO·)/Cu2+-terminated SAM is almost 6 times more sensitive 
to DIMP than to acetone. The high level of specificity should 
apply to organophosphonates as a class. 

The most important conclusion to be drawn from 
comparison of Figures 2A and 2B is that a pair of chemically 

sensitive SAW devices, one functionalized with the 
(COO·)iCu2+- and the other with the CH3-terminated monolayer
film, readily distinguishes chemically specific from non-specific 
adsorption of analytes. For example, the similar responses for 
both acetone and water adsorbed on the two different SAM 
surfaces are implicative of interactions between the adsorbate 
molecules, not specific interactions with the SAM terminal 
groups. Water has a tendency to form H-bonded networks with 
itself, which probably explains the relatively large response. 
Since acetone has no H-bonding protons, a similar effect would 
not be expected. However, the acetone was not rigorously dried, 
so the entrained vapor undoubtedly contains a small amount of 
water, which we suspect may participate in the formation of a H
bonded Network. 
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Figure 2. Adsorption isotherms for two SAW devices, covered 
with (A) (COO·)ICu2+ . and (B) CHrterminated monolayer 
films, exposed to six different organic analytes and water. 
(Responses are normalized for molecular weight). The degree of 
specificity of adsorbate-SAM interactions is most readily 
ascertained by comparing the difference isotherms obtained from 
part (A) minus part (B), shown in (C). 
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Figure 3. Adsorption isotherms of SAW devices covered by 
(Coo·-y;cu2+.terminated interfaces exposed to DIMP. The MUA 
SAMs were prepared for 36, 84, and 180 h. The frequency shift as a 
function of concentration increases with the SAM formation time. 
Enhanced sensitivity results from structural ordering effects at the 
vapor/solid interface of the composite monolayer film. 

The responses measured for n -propanol and 
trichloroethylene further support our conclusion. The SAW 
device with the (COO·)/Cu2+-terminated SAM shows about three 
times the response for propanol as the methyl-terminated SAM, 
an indication of specific interaction between the propanol (and 
probably alcohols as a class) and the more polar monolayer film. 
For trichloroethylene, the response is only about 30% larger for 
the (COO·)/Cu2+-terminated film, indicating a minor role for 
specific interactions. Only two of the species examined actually 
show a larger surface coverage at p/psa, = 0.5 for the methyl
terminated surface than for the (COO· )/Cu2+ surface: i-octane and 
toluene, the least polar of the analytes. In the case of toluene, the 
precise extent of the difference is clouded by the partially non
mass-related response observed in Figure 2A. For i-octane, 
though the response is small compared to the other analytes, it is 
nonetheless about 60% greater for the CHrterminated surface, in 
accord with the very similar chemical nature of the surface and 
the analyte in this case. 
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Figure 4. Ellipsometry data (y-axis) taken at the same time as 
SAW measurements (x-axis) for composite SAMs with MUA 
formation times of 36 ( o ), 84 (Cl), and 180 (A) h. The D1MP
vapor concentration w as varied from 0-75% of saturation. The 
estimated coverage was determined from the frequency response 
using Eq. 1 and the bulk density of D1MP. The solid line is a 
linear fit thru all of the data. These results directly confirm 
multilayer adsorption of the D1MP analyte. 

Figure 3 shows a series of DIMP adsorption isotherms 
obtained from SAW devices covered by (COO·)/Cu2+-terminated 
monolayer films that were assembled for 36, 84, and 180 h 
adsorption times. The binding affinity of this selective coating for 
DIMP increases dramatically as the MUA monolayer film is 
allowed to form for longer periods of time. Our results, which are 
consistent with DIMP multilayer formation (using Eq. 1), suggest 
that long adsorption times allow (re)organization of the SAM to 
provide a lower energy structure and an orientation of the 
(COO-)/Cu2+-terminated layer that is more favorable for inducing 
ordering in adsorbed DIMP. The frequency shift for the 180-h 
film at pip sat = 50% is equivalent to 17 layers of adsorbed DIMP. 

We have used in-situ ellipsometry combined with SAW 
measurements to provide detailed information about the 
multilayer adsorption response of the chemical sensor. The data 
indicate that the thickness of all the composite SAMs is 1.9 ± 0.5 
nm, which is in agreement with previous measurements and 
confirms that only a single monolayer of MUA forms (regardless 
of the solution-phase adsorption time). Figure 4 shows 
ellipsometry data (y-axis) taken at the same time as SAW 
measurements (x-axis) for composite SAMs with MUA formation 
times of 36 ( o ), 84 ( □ ), and 180 ( 6) h .. The DIMP vapor 
concentration was varied from 0-75% of saturation. We estimated 
the coverage from the frequency shift using Eq. 1 and the bulk 
density of DIMP. 

As expected, the data show a linear relationship between the 
mass loading and film thickness (independent of the composite 
SAM film studied). The solid line represents a linear fit thru all 

A 

B 

C 

Figure 5. Constant repulsive-force images of JOO nm-thick Au films 

evaporated onto ST-quartz SAW devices. The average grain size, 
which we controlled by annealing the devices at different 
temperatures, was ( A) 50 nm, ( B) 80 nm, and ( CJ 240 nm. 
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Figure 6. DIMP adsorption isotherms for composite mono/ayer 

films prepared on the Au surfaces having the variable grain sizes 
shown in Figure 5. (A) Frequency shift and (B) SAW attenuation 
versus the vapor-phase concentration of DIMP illustrate that 

sensitivity of SAW devices with composite SAMs prepared on Au 
films increases as grain size decreases. 

of the data with a slope of 2.8 WIMP layer and a y-intercept of 
-2.2 A. Because each DIMP layer should be about 6.0 A thick,
the results suggest that the SAW measurements overestimate the
mass loading by a factor of 2. We have not, however, taken into
account non-specific adsorption of the DIMP analyte over the
active region of the SAW device not covered by Au. Control
experiments using bare quartz SAW devices exposed to DIMP
show a measurable response that is partly irreversible,
irreproducible, and dependent on surface cleanliness. Thus, the
data do confirm multilayer adsorption, but additional
measurements are necessary to reconcile quantitatively the SAW 
and ellipsometry responses.

The composite-SAM-modified Au surfaces shown in 
Figures 5A, 5B, and 5C produced the DIMP isotherm data shown 
in Figure 6 by the solid, dashed, and dotted lines, respectively. 
Clearly, as the grain size of the Au film decreases (by a factor of 
about 5), there is a significant increase in the extent of adsorption 
of DIMP at a given p/p

sai
. We used electrochemical 

measurements to verify that surface roughness is not the dominant 
factor in these results: while the roughness changes by 11 %, the 
SAW response varies by a factor of 2 .5 at p/p sat = 0.5 from the 
largest to smallest grain size. Since the crystallite orientation of 
the Au is predominantly (111) and is not altered by annealing, the 
total coverage of the MUA SAMs for the three grain sizes should 
be very similar. The attenuation of the acoustic wave (Figure 6B) 
indicates that the grain size also has a strong influence on the 
structural properties of the SAM and its consequent interactions 
with adsorbed analyte. 

SUMMARY AND CONCLUSIONS 

Our results illustrate that a pair of SAM-functionalized 
SAW sensors, one bearing a methyl- and the other a 
(COO·)!Cu2+-terminated monolayer, allow clear distinction to be 
drawn between chemically specific and nonspecific adsorption of 
analytes. The results further show that the composite SAM films 

(1) preferentially adsorb particular classes of organic analytes in a
manner that follows from simple concepts such as Lewis
acid/ base, H-bonding, and polar vs. nonpolar interactions,
(2) adsorb a greater quantity of DIMP at a given partial pressure
for longer solution-phase formation times of the organomercaptan 
monolayer, and (3) adsorb a greater quantity of DIMP at a given 
partial pressure as the grain size of the supporting Au film 
decreases. While result (1) is straightforward and to be expected, 
we believe results (2) and (3) are consequences of the extent and 
nature of the ordering of the SAM and its outer surface: the 
ordering affects the thermodynamics of adsorption of multilayers. 
The results from these measurements are an important step toward 
reliably fabricating chemical sensor arrays that respond to organic 
analytes with controlled class and/or molecular specificity. 
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WAFER-TO-WAFER TRANSFER OF MICROSTRUCTURES FOR VACUUM 

PACKAGING 
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ABSTRACT Vacuum packages based on wafer-to-wafer transfer of polysilicon shells are described. Transfer is accomplished by Au/ Si eutectic bonding, in conjunction with break-away tethers. The low bonding temperature (370°C) enables end-process application. The short anneal time (-30 seconds) and wafer-scale parallelism promise high manufacturing throughput. Inexpensive packages of this type are desired for resonant sensors and implantable devices. However, a more general application may lie in assembly of the devices themselves, i.e. by transfer of prefabricated sensor structures, circuits, and other components. 
INTRODUCTION Resonant microstructures require a vacuum environment to achieve a high mechanical Q. Examples of this sensor class include resonant accelerometers [1] and vibratory rate gyroscopes [2], [3], [4]. Volume manufacturing of these devices will most likely require a micromachined vacuum encapsulation process, which would allow the sensor chip to be enclosed in a conventional, low-cost electronic package. Several groups have demonstrated micropackaging processes, based on surface micromachining, wafer bonding, eutectics, and other methods. The current work borrows elements from all of these, but introduces a new technique, namely the batch transfer of released microstructures from one wafer to another. In this method, micromachined shells are fabricated on a handle wafer, using a sacrificial layer process such as HexSil [5]. As shown in Figure 1, the shells are anchored to the substrate by tethers, and coated with gold. The handle wafer is then contacted to a second wafer and heated to the Au-Si eutectic point. When cool, the two wafers are separated, breaking the tethers and leaving the shells welded to the second substrate. This transfer process achieved 100% yield in chip-level transfers, with 30 packages per chip. Vacuum packaging was achieved by annealing in vacuum. At the end of a 5-month test, substantial vacuum persisted. Precision alignment was obtained by mechanical interference fit between lithographically defined features on the two substrates. An unexpected advantage of this process is its robustness to surface roughness and particulate contamination. 
BACKGROUND Micromachined packaging dates to Wise's 1981 singlecrystal silicon hemispherical microshells for inertial fusion targets [6]. Petersen [7] has shown pressure sensors with sealed reference cavities fabricated by silicon fusion bonding. Schmidt [8] produced sealed pressure sensors by Si/SiO2 wafer bonding and etchback. Ikeda [9] and Guckel [10) have demonstrated surface micromachined encapsulation for resonant beams, evacuated by reactive sealing. Various glass packages have been shown, typically anodically bonded to millimeter-scale sensor chips or thin-film structures [11], [12]. Mastrangelo [13] and Lin [14] have demonstrated vacuum 

Structural polysilicon Anchor Flexure 

I 00 µm wide flange 
Fabricate: � .. _..__ 5 µm ------�o.5 µmPSG
2-Level HexSil _ polysilicon - lµm AuRelease -
Contact and Anneal 
Separate 

FIGURE 1. Above: Layout of a typical polysilicon cap for vacuum 
packaging. Below: Cross-section view of bonding process. packages for incandescent microlamps and microresonators, respectively. In this work, a silicon nitride film was deposited over a sacrificial PSG layer; the resulting shells were etched out with HF and sealed by CVD. The final pressure is limited by residual CVD gases. Several researchers have employed eutectic bonding, both for assembly and packaging [15], [16]. An advantage of this process is its low temperature: e.g. 183°C for the Pb/Sn system, and 363°C for Au/Si. 

PROCEDURE AND RESULTS The basic packaging procedure consists of two parts: fabrication and transfer. The packages - essentially polysilicon hemishells - are fabricated by the HexSil process [5]. Starting with a <100> silicon substrate, an anisotropic plasma etch defines a mold for the package's stiffening ribs. These have a width of 8 µm and a depth of 5 µm, and are laid out in a cartesian grid. A second plasma etch defines cavities 300 µm square and 4 µm deep for the packages themselves. This depth should not be exceeded without special resist coating equipment, or step coverage problems may occur in subsequent lithography. The etched surfaces are smoothed by a wet silicon etch 
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(50 HNOf20 H20: 1 NH4F, 5 min), followed by growth of 0.5 µm

of wet thermal oxide, and removal of the oxide in concentrated 

HF. 
A sacrificial oxide is then deposited. PSG is preferred, since 

release of the caps will require 250 µm of undercut. L TO may be 
used as a diffusion barrier to protect adjacent layers from doping. 

The film is densified at 1000°C for 1 hour in nitrogen. 
The oxide is patterned with anchor holes. A 20 µm square 

geometry proves adequate, though other sizes may be possible. In 
photoresist application, care should be taken to ensure adequate 
coverage around the cavities. Multiple coats may be required, 
particularly if plasma etching. Adhesion promoters such as HMDS

may be detrimental. If a spin coater is used, "stale" photoresist 
must be purged from the feed line. A minimal hardbake should be 
used, as resist tends to pull back from steps. 

Polysilicon deposition is preceded by a 15 second buffered 
HF dip and 2 minute DI rinse, to remove native oxides from the 
anchor contacts. Particular care must be taken, because of the long 
HF release step which will follow. Doping and grain size in the 
polysilicon film may be chosen to suit; undoped, coarse-grained 

(605°C, 100 nm roughness) material was mainly used, since this 
gave the highest growth rate. Undoped material should be isolated 
from PSG to prevent doping-induced stress gradients. Films were 

annealed in nitrogen at 1000°C for 1 hour to remove residual 
stress. A thick film - e.g. 4-5 µm - is desired, to avoid damage 

during release and bonding. The film should fill the trenches 
defined for the stiffening ribs. A test structure consisting of a long 
cantilevered beam should be included for thickness measurement, 
since optical methods fail beyond - 1 µm. 

Polysilicon is defined by plasma etch. Again, photoresist 
step coverage is vital, to avoid "burnthrough" at the edges of the 
cavities. Tethers were designed to be robust, to prevent structures 
from detaching during the release. 4 µm wide x 10 µm long, and 
30 µm wide x 30 µm long designs both worked satisfactorily. 
Eight anchors were provided for each 500 µm square package. 

Flanges on the packages were 100 µm wide. Narrower designs 
may be possible. 

Gold deposition is preceded by a BHF dip, as above, to 

ensure adhesion in the release. In addition, 100 nm of chrome was 
deposited deposited as an adhesion layer. This also seems to 
prevent excessive diffusion of the gold during bonding, and the 
layer is apparently not undercut in the HF release. An evaporated 
gold film of 0.7 - 1.0 µm thickness yields good results in bonding. 
Problems were encountered with films in the 100 nm range. 

Following metallization, wafers were diced and released. 
Release required 25 minutes in concentrated (49%) VLSI-grade 
HF. A surfactant (Triton X-100) was added to prevent collapse 
due to surface tension. A 5 minute DI rinse was followed by 
critical point drying in CO2 [17]. 

Target substrates consisted of 2 µm thick polysilicon on a 
single-crystal substrate. Roughness was IO nm peak-to-peak. 
Targets were prepared with the BHF dip procedure, followed by 
blow-dry with nitrogen. Handle and target chips were then 
contacted in a Class 100 environment. Contact was performed by 
laying one edge of the handle chip down on the target chip, then 
allowing the handle chip to fall flat. The handle could then be 
positioned laterally to align the two chips. The chips were placed 
in the bonding apparatus and clamped. The target chips were diced 
about 10% larger than the handle chips to simplify handling of the 
sandwich. 

Approximately 60 kPa of contact pressure was applied to 

the chips in the apparatus, shown in Figure 2. Note that this force 
is distributed only over the bonded areas, making the actual 
contact pressure about 1.2 MPa. Dummy structures were placed at 

each corner of the layout to ensure parallelism of the chip faces. 

Test sample 

Dummy sample 

FIGURE 2. Bonding apparatus. The apparatus is placed in a quartz 
vacuum chamber and heated from below with an external lamp The 
clampling spring (right-hand side) applies contact pressure to the 
test sample. 

Bonding was performed in a vacuum of - 10-5 T. The 
anodized aluminum surface of the bonding apparatus provides a 
susceptor, allowing consistent heating by the external lamp. A 

temperature of 370°C was found to be effective for Au/Si eutectic 
bonding. Temperature was monitored by a thermocouple mounted 
inside a sandwich of two silicon chips, clamped adjacent to the 

sample (see Figure 2). The thermal ramp-up to 370°C required 
approximately 5 minutes, after which cooling was begun 
immediately. Approximately 30 - 60 seconds was spent above the 
eutectic temperature. After cooling, the two chips were carefully 
separated to avoid shearing the microstructures. Separation breaks 
the polysilicon tethers (see Figure 1), leaving the shells bonded to 
the target. Results are shown in Figure 3. 

FIGURE 3. SEM of vacuum cap after transfer. Above: Some tethers 
are still partially attached to edge of cap. Flange ( surrounding 
ribbed square) is 100 µm wide. Below: Cleaved cross-section oj 
ribbed cap. 

Most of the packages were designed with ribs, so that there 
would be minimal deformation under atmospheric pressure. 
However, several packages were designed without ribs so that 
Nomarski imaging (Figure 4) could reveal a displacement of the 
shell. Profilometry indicated a displacement of up to 680 nm on 
300 µm square, 4.47 µm thick structures. The displacement 
disappeared when the package was punctured. Substantial vacuum 
persists at the end of a five-month test, as shown in Figure 5. 

Profilometer measurements after transfer indicate significant 
compression of the seal structure. From an initial thickness of 730 
nm, the gold layer is compressed to an apparent thickness of 346 
nm. Some of this compliance may have occurred in the adjacent 
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FIGURE 4. Cap without ribs was designed to deflect under 
pressure differential. Left: after assembly and anneal. Right: same, 
after being punctured. Nomarski imaging. 
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FIGURE 5. Package internal pressure as a function of time. 
layers of the structure (refer to Figure 1 ). 

DISCUSSION 

The transfer and bonding process described here displays 
several important features and unexpected advantages. Since a 
high degree of roughness is tolerated on the mating surfaces, 
packages can be pumped out after being assembled. This 
simplifies the apparatus considerably. In addition, the compression 
of the seal - more than 500 nm in some cases - suggests 
application to feedthroughs and other planarization problems. 

There is evidence that complex, high-aspect structures can 
be transferred. The sample in Figure 6 was prepared by a "'wet 
transfer" process, in which release occurs after the two chips are 
contacted. Residual Si02 from the DI rinse most likely causes 

bonding [18]. Subsequent processing included sputter deposition 
of 100A of gold. 

FIGURE 6. SEM of HexSil structure placed on SCS substrate by 
"wet transfer" method. The venical feature is 80 µm in height. 

Although these transfer processes appear robust to surface 
roughness and a modicum of particulate contamination, released 
structures are generally fragile and are potential particle 
generators themselves, if accidentally detached from the substrate. 
Fortunately, robust anchors can be liberally distributed, because of 
the high strength of the eutectic bond. 

Shear strength of the bond was measured by bonding two 
unpatterned silicon chips. The resulting sandwich was supported 

along two opposite edges and a load applied at the middle. A 
crack fonned and propagated through the sandwich, with no 
e\-idence of de-bonding. A value of at least 0.39 GPa may be 
calculated for the shear strength in this case. This is given by the 
shear stress at the neutral axis of the two-chip sandwich, when the 
maximal stress reaches the yield strength of silicon. The value 
seems reasonable in light of Lee's result of 5.5 GPa for the tensile 
strength, achieved under similar annealing conditions [16). 

To ensure survival of the caps during release and contact, it 
may also be useful to avoid stress concentrators in the design. For 
example, hexagonal ribbing is preferred to square, and rounded 
comers to right angles. 

A process has been developed for patterning the shells with 
reinforcement ribs. In fabrication, the rib structures are etched 
first, followed by the package cavities. In this way, the mask 
stepper need only focus at the plane of the wafer surface. Trench 
widths should be chosen as with HexSil [5]. Oxide thickness was 
minimized, on the premise that a thin sacrificial layer would 
prevent damage during contact, by avoiding excessive strain at the 
anchors. Thicker layers may be usable. 

Patterning of the sacrificial oxide is complicated by the 
topography. Poor resist coverage tends to occur at the edges of the 
cavities, leading to loss of the oxide and failure to release. 
Softening of these steps with an isotropic etch may be beneficial. 
Generous use of photoresist is recommended, e.g. 4 µm or more, 
depending on step height Alternately, the cavity depth may be 
reduced, since sagging of the ribbed packages is negligible. 

Some latitude is possible in choice of structural material. 
Both undoped and doped. coarse- and fine-grained polysilicon 
recipes have been used. Silicon nitride has been shown by Lin 
[14] in a similar application, and gold is also a possibility.

Gold adhesion in the release step was variable. The
preceding BHF dip seems vital, however. In one trial, a short 
plasma etch (CH#/CF4'He) was used instead, with the intent to 

maintain a dehydrated surface for the gold evaporation. Poor 
adhesion resulted in this case. 

Accurate temperature control is recommended. Significantly 
exceeding the eutectic temperature causes distortion of the 
polysilicon structures, apparently due to consumption by the liquid 
eutectic. An example is shown in Figure 7. Control of temperature 
and the initi.al gold distribution may lead to novel capabilities, 
such as plasticly deformed shells, welded links, or fusible supports. 

FIGURE 7. SE."'1 of a comer of a vacuum package, after bonding 
on a 700 nm Au film at - 400°C. Nore "smearing" and grainy 
appearance of material. 

In the sealed structures, the differential pressure across the 
cap may be determined from the expression for plate deformation 
under a distributed load [19]: 

4AZ = 0.00126qa 
D 
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where 

Eh
3 

D = 
2, 

12(1-v ) 

the Poisson ratio of polysilicon, v, is taken as 0.23, the Young's 

modulus, E, is 170 GPa, & is the measured deformation of the top 

surface of the cap, the width of the plate, a, is 300 µm, and the 

thickness of the plate, h, is 4.47 µm. Rearranging, we find q = 

816±75 T. The uncertainty is contributed mainly by E.

Since the ambient pressure at the time of measurement was 

- 752 T, the internal pressure is expected to be in the range of 0-

12 torr. The variation of this value with time is plotted in Figure 5.

The long time constant suggests outgassing rather than leakage; a

more aggressive bakeout, or gettering, might yield improvement.

WORK IN PROGRESS 

Alignment of handle and target was achieved by patterning 
a 1. 7 µm oxide step on the target, contacting the two chips, and 

abutting features on the handle against the step. A sharp piece of 

silicon was dragged across the back of the handle chip to generate 

a lateral force. It was expected that this force would be limited by 

the Si-Si friction coefficient, and thus would be commensurate 

with the forces present on the front side of the chip. Misalignment 

after bonding was less than the detection limit of 5 µm. 

Encapsulated resonator structures were designed using a 

periodic pattern of conductive feedthroughs to favor planarization 

[12]. A 300 nm doped polysilicon film was used in a 5 µm line

space pattern, shown in Figure 8. A 2 µm LTO/PSG layer was 

overlaid for planarization, followed by 1 µm of low stress silicon 

nitride to protect it from the release. The same oxide film was also 

used for the resonator sacrificial layer. 2 µm polysilicon doubles 

as the resonator structural layer and a buffer layer over the 

feedthroughs for additional planarization. This surface displayed a 

170 nm height modulation due to the feedthroughs, suggesting 

that a seal should be readily achieved, considering the 500 nm 

compliance described above. The die also includes multi-bore 

needles with internal electrical feedthroughs, hinge structures, and 

transferred resonators. 

FIGURE 8. Feedthrough structure for encapsulated resonator. 
3000A doped polysilicon connections are supplied for an 
electrostatic comb drive, sensing capacitors, and fusible supports. 

Subsequent work will pursue both improved vacuum 

packaging and more general applications. For instance, the 

transfer process may be proposed for sensor structures, i.e. to 

combine resonators with CMOS. GaAs devices are also a 

candidate. This approach avoids many process-compatibility 

problems, and offers to simplify MEMS development: pre

fabricated, VLSI-scale modules (op-amps, microcontrollers) could 

be incorporated into many systems by assembly, rather than 

monolithic integration. 

CONCLUSION 

A technique has been demonstrated for batch transfer of 

complex polysilicon structures between two wafers. A gold/silicon 

eutectic forms a high-strength bond and hermetic seals. The 

bonding process is robust to surface roughness and contamination, 

and can be performed at low temperature. Packages can be 

evacuated after assembly, simplifying equipment design. 
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ABSTRACT 

Three specific examples of media exposure testing of 
pressure sensors with barrier coatings are presented. The 

examples are experiments used to simulate specific automotive 
and white goods applications. Experimentation was performed 
on an apparatus that was developed specifically for the exposure 
of these devices with in situ output voltage measurement in  
organic or aqueous environments. The first example illustrates 
the swelling of fluorosilicone gels in fuels and establishes a 

solubility parameter for one fluorosilicone gel between 6 and 8 

(cal/cm3
)

112
• While exposure to organic solutions has not been 

observed to cause catastophic failure of fluorosilicone gel filled 

devices, corrosion is accelerated in subsequent aqueous solution 
exposure. The second experiment was used to simulate 
automotive exhaust gases and water by exposing devices to a 
fuel mixture followed by an acidic solution. The third 
experiment was performed to study corrosion under parylene 
coatings during exposure to an alkaline test solution. This 

process has been modeled as a cathodic delamination 
phenomenon. Acceleration factor expressions have been 
estimated considering parylene coating thickness, solution pH 

and applied device supply voltage as acceleration means. These 
expressions have been used to evaluate parylene coated pressure 
sensors against a benchmark lifetime requirement: 2000 hours 
of exposure in a NaOH/NaHCO3 

buffer solution at 55 °C with a 
pH of 11 and a supply voltage of 5 Vdc applied continuously. 
For a I % failure rate, parylene coated pressure sensors survived 
approximately 500 hours, whereas an alternative, multiple 
barrier coating survived over 2000 hours. 

INTRODUCTION 

Recently, questions about the viability of MEMS devices 
in the marketplace have begun to arise [ 1, 2 ]. Lack of adequate 

infrastructure is considered a major limitation for the future 
success of MEMS products [3, 4). A significant amount of 

infrastructure is necessary to develop sensors and actuators into 
high volume products, including: manufacturing; design, 
fabrication, packaging, testing, reliability and quality 
assurance facilities and personnel; marketing and applications; 
sales; management; etc. Analogies with the traditional IC 
industry can be used as guidelines for developing these 
functions; however, the uniqueness of MEMS devices often 
requires that these areas be addressed specifically for the device 
being produced. For example, this paper will propose a formal 

reliability method for characterizing media compatible pressure 
sensors. Reliability engineering techniques [5] are adapted to 
the media compatibility of pressure sensors by applying a 
physics-of-failure reliability approach [ 6]. This paper will: I )  
provide motivation for addressing this problem, 2 )  identify the 

failure mechanisms observed, 3) show examples of using 

reliability engineering fundamentals to predict lifetime 
behavior for specific package types in specific media exposure 
experiments, 4) develop acceleration models for an observed 
failure mechanism, and 5) compare these results to a customer 
requirement. 

Silicon pressure sensors have been offered by several 
companies since the late 1970s. A significant portion of the 
pressure sensor business has been specified for dry, non
corrosive gas environments or for short-term (24 - 48 hours), 
room temperature saline exposure environments for the medical 
industry. However, considerable opportunities are available for 

low-cost devices that can withstand long-term (i.e., several 
years) media compatible applications. To quantify acceptable 
long-term media compatibility, a general definition for media 
compatibility was formulated that can be applied to specific 
applications: the ability of a pressure sensor to perform its 
specified electromechanical function over an intended Ii fetirne 
in the chemical, electrical, mechanical, and thermal 
environments encountered in a customer's application. 

All sensors must provide this capability in at least dry, 
non-corrosive gas media. Specific markets that require 
additional media compatibility include automotive and/or white 

goods. Automotive compatible pressure sensors must survive 
fuel (i.e., organic) exposure in a temperature range from -50 to 
150 °C for underhood applications. In addition, many are 
required to withstand exposure to salt water and/or strong acids 
(e.g., NO, or SO, and water), which form electrolytic aqueous 

solutions. Failure mechanisms are often different for exposure 
to these two classes of solutions. 

White goods applications most often require exposure to 
aqueous solutions. For example, a washing machine application 
requires that the sensor is compatible with an alkaline solution 
because of the detergents added to tap water [7, 8]. One current 
specification, for a customer who is interested in a water 

compatible pressure sensor for another white goods 
application, has been used as a benchmark for our development 
purposes. The exposure requirements are 2000 hours in a 
NaOH/NaHCO3 buffered solution [9] with a pH of 11 at 55 °C. 

There has been a significant amount of literature, 
especially patent literature, defining media compatible pressure 
sensor construction (e.g., [10-17]). Structures include backside 
exposure, designing the silicon to minimize exposure of the 
electronics, creating packages to minimize the exposure at 
crucial areas (including silicon-to-substrate bonding 
techniques), and the use of barrier coatings. Moreover, several 
companies sell media compatible silicon pressure sensors 
housed in stainless steel with a silicone oil transfer media and a 

stainless steel diaphragm. However, very little data exists for 
quantifying the media compatibility of a given device [ 12-14, 

18, 19]. Some of this may be the result of the legality of 
publishing such data and some may be the result of the difficulty 
associated with performing such an experiment. Yet, analogous 
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humidity experiments are the standard for quantifying reliability 

in IC devices. With this in mind, the goals for this work are: 1) 

to develop experimental test procedures for sensor exposure in 

these environments; 2) to determine the failure mechanisms 

during exposure testing and to model these results; and 3) to 

develop a product that has customer applicability. 

EXPERIMENT AL 

Our initial constraint in this work was to use existing 

silicon bulk micromachined, piezoresistive pressure sensors in 

the standard Motorola unibody package so that neither existing 

fabrication nor assembly manufacturing lines were impacted 

severly. Furthermore, low-cost, high-volume differential 

pressure sensor devices were required. Low-cost implies no more 

than approximately a 15 % adder for media compability, and 

high-volume implies the capability of producing hundreds of 

thousands of devices each year. 

Therefore, to provide media protection, barrier coatings 

were investigated initially. Specifically, fluorosilicone gels 

and/or parylene coatings have been used to produce these low 

cost devices. Several additional coatings were investigated, but 

they either did not satisfy the cost or the performance targets. 

Fluorosilicone gels and parylene coatings are significantly 

different materials, so a brief description of each is necessary. 

Silicone gels are one or two part siloxanes that are drop 

dispensed and require a curing step [20-22]. Several vendors 

provide these materials, each with a slightly different 

formulation, and each with a slightly different curing 

mechanism. An example are the two-part fluorinated siloxanes 

that were used for these experiments. Often, these two-part 

materials consist of one part with a base polymer and a catalyst 

and a second part with the same base polymer, a multifunctional 

moiety, and an inhibitor. When the two parts are mixed and 

heated, the base polymer reacts (e.g., vinyl addition 

polymerization) with the multifunction species to form a gel

like network. These materials are deposited in relatively thick 

coatings (on the order of millimeters); but because they are 

extremely low modulus materials, they have little effect on the 

device electrical performance. 

Parylene C (poly(monochloro-para-xylylene)) coatings 

are deposited in a chemical vapor deposition chamber (23-25]. 

Dimer starting material is vaporized and then pyrolyzed to 

create a monomer gas that is drawn into a vacuum chamber 

containing the sensors. Because of the vacuum in the deposition 

chamber (approximately 80 mtorr), the material deposits and 

polymerizes in a very conformal manner. The nature of the near

room-temperature deposition process allows for deposition on 

fully assembled devices with reasonably repeatable thicknesses. 

Thickness control is critical because parylene materials are 

much higher modulus materials than silicone gels, and they do 

produce a noticeable effect on electrical output. However, the 

repeatability of these shifts allows modeling of the effect of 

parylene on device parameters [26]. 

ln the present work, experiments are presented to show 

the effects of organic solutions on gel coated devices, the effect 

of acidic solutions on gel coated devices. and the effect of 

alkaline solutions on parylene coated devices. 

ln the first experiment, various vendor supplied 

fluorosilicone gel materials used in coating pressure sensor 

packages were exposed to fuel solutions in a test apparatus that 

was designed as an automated organic solution exposure 
chamber (Fig. 1). 

Figure I. Organic solvent (fuel) media exposure system for 

monitoring pressure sensor offset in situ. 

The test apparatus allows in situ offset (i.e., zero applied 

pressure output voltage) measurements with the ability to 

provide a supply voltage to the devices continuously. An 

automated mixing and circulating system is used to concoct 

various test solutions, often per SAE guidelines (27]. For this 

experiment reference fuel C with 5% corrosive water and fuel C 

with 20% ethanol and 5% corrosive water were evaluated. The 

corrosive water consists of NaCl, Na
2
SO

4
, and NaHCO, in DI 

water. This apparatus is equipped with an external reservoir for 

temperature control from approximately 10 to 90 °C. Most 

importantly, considerable safety interlocks were designed into 

the system so that ultimately, if needed, the apparatus could shut 

itself off unattended. Visual and weight loss measurements were 

performed before and after these exposure experiments. In 

addition, manufacturing swelling data has been compared with 

solubility parameter information on the given solvents t o  

provide an estimate for the solubility parameter of a 

representative gel [28]. 

In the second experiment, pressure sensors with various 

fluorogels as barrier coatings have been evaluated during 

exposure to fuel, acid, and combined fuel and acid solutions. The 

fuels and acids are known to react with the barrier materials 

(29]. Failure mechanisms expected during the evalution 

included swelling and dissolution of the polymer, and 
subsequent corrosion of any exposed metallization. Various 

fluorosilicone materials were evaluted for each test and lifetime 

statistics for the various tests computed. 

In the final experiment, parylene coated pressure sensors 

have been used in alkaline exposure experiments. Corrosion 

under barrier coatings has been observed on several occasions 

to be the primary failure mode for devices when exposed to  

electrolytic aqueous solutions. Corrosion under parylene 

coatings in alkaline solutions was assumed to be analagous to  

the delamination of  paint from metal surfaces and the subsequent 

corrosion of the metal (e.g., automobile bodies [30, 31]). The 

latter process has been modeled by diffusion of water through 

the polymer to the metal surface (31]. By solving Fick's First 

Law of Diffusion, with Ohm's Law as a boundary condition, a 

"delay time", t, prior to the onset of delamination can be 

established [31): 
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(I) 

where b is the thickness of the coating, D is the diffusion 

coefficient of water through the coating, V is the applied 
voltage, R0 

is the resistivity of the coating, F is Faraday's 

constant, and C
0 

is the concentration of water at the surface of 
the coating. Our assumption was that delamination occurs prior 

to the onset of corrosion, similar to the model proposed by 

Leidheiser et al. (eqn. 1 and [31)); therefore, the corrosion 

failure times observed for these devices should be a function of 
coating thickness, applied bias, and solution concentration 

(eqn. 1). Unfortunately, we know very little about the 

delamination mechanism for parylene coatings in these 

environments, so we are assuming that the corrosion failure 

times are proportional to the delay times in the model proposed 

by Leidheiser et al. [31]. Therefore, the exposure experiment 

was designed to examine these variables by using a design of 

experiments technique [32]. Three parylene deposition runs 

were performed to create sets of devices with three different 

average parylene thicknesses. A modified Nanometrics 
Nanospec program was used to measure thickness. All 

fabrication, assembly, and surface preparation procedures 

remained constant within the existing manufacturing tolerances 

to minimize the effects of these variations on this experiment. 

Exposure of these devices was performed in individual exposure 
compartments (Fig. 2). All of the closed "cells" were placed in 

an oven at 55 °C. Continuous applied bias and offset 

measurements were performed during the 3022 hours of the 

experiment. 

Convection Oven 

Multiple Cells/Rack 

Figure 2. Individual compartments for exposure of barrier 
coated pressure sensors to aqueous solutions. A rack of 64 of 

these "cells" is placed into an oven at 55 °C. 

RESULTS AND DISCUSSION 

A more general discussion of the observed failure 
mechanisms with these type of devices is presented elsewhere 

[33]. Uniform, galvanic, and local corrosion; silicon etching; 

polymer swelling and/or dissolution; interfacial permeability 

(e.g., lead leakage (34] and/or adhesive delamination); and 

mechanical failures (i.e., cracking, creep. fatigue, etc.) all have 
been observed. In our experiments, polymer swelling and 

corrosion are observed and modeled in detail. 

The swelling of fluorosilicone gels has been analyzed by 

attempting to determine the solubility parameter of a particular 

gel. Figure 3 shows a plot of manufacturer published swelling 

data plotted against the solubility parameter of the particular 

solvent (28]. The solubility parameter is a measure of the 
interaction energy between species: 

(2) 

where !lE{ is the energy of vaporization and V; the molar

volume of the species. Because "like dissolves like", a peak i n  

the curve represents the approximate solubility parameter of the 

polymer. Therefore, the solubility parameter for this particular 

fluorosilicone gel is between 6 and 8 (cal/cm3
)
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Figure 3. Swelling as a function of solubility parameter for a 

typical silicone gel using material supplier's swelling data 
following 8 days of exposure at 20 °C in various solvents and 

solubility parameters from ref [35]. 

In Figure 4, the weight loss, assumed to be caused by loss of low 

molecular weight species into the solution, is shown for four 

fluorosilicone gels. The results show that the weight loss for a 

variety of fluorosilicone gels is not consistent. At least two 

potential causes for this result can be proposed. First, the extent 

of reaction of the gels varies, so certain gels have more low 

molecular weight species that will dissolve into the solution. 

Second, the solubility parameters of the polymers are different, 

resulting in a different degree of dissolution. Obviously, both of 

these can contribute to the final result. Regardless, each gel 

formulation must be treated as a separate material and 
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experiments to understand these results more fully are being 
prepared. The most significant concern with this variability is 
the potential for subsequent corrosion that results from the 
exposure, especially if dissolution (i.e., weight loss) is great 
enough for metal regions to become exposed (e.g., Fig. 5). 

45 
Cl'.) 40 _ ■ 

■ 
....J 35 -
..... 30 _ 

.Q) 25 _ 
� 20-
..... 15 _ s::: ■ Cl.) ■ (.) 10 -

5 -0... 

0 
A 

Fluorosilicone Group 
Figure 4. Weight loss measurements on four different 
fluorosilicone gels after 250 hours of exposure to reference fuel 
C with 5% corrosive water at 65 °C. 

Initial edge 
of gel 

Gel Edge 

After Exposure 

to Gasoline 

with Ethanol 

Figure 5. Photograph of a pressure sensor device after 
extended exposure to fuel containing corrosive water [27],

followed by exposure to a strong acid. Evidence of the gel 
swelling during the test, and corresponding shrinkage after 
removal from the test media can be seen by the gel retracting 
away from the sidewall of the package. 

The second experiment was performed to address this 
concern. Automotive applications require that sensors survive 
both organic solutions (e.g., fuels, oils, etc.) and aqueous 
solutions (e.g., salt water, NO, + water = HN03

, SO, + water= 
H

2
S0

4
, etc.). In this experiment, fluorosilicone gel-filled 

devices were exposed to fuel ([27] for 250 hrs.) and then to 
nitric acid with a pH of 1.8 at 85 °C, which is a standard 
specification to simulate under-the-hood operation. Failure 
lifetimes were recorded with in situ offset monitoring. For each 
group, this lifetime data was assumed to follow a Weibull 
cumulative failure distribution: 

(3) 

Statistical likelihood analysis of the lifetime data was used to 
determine the 0 factors (Table I). These results can then be used 
to compare the performance of devices coated with different 
fluorosilicone gels. However, this technique can be plagued 

with the same limitations as traditional corrosion testing (i.e., 
the difficulty of simulating the field environment with a 
laboratory experiment) unless the environment is extremely 
well understood. As a supplier of pressure sensors, we are 
attempting to become as adept as possible at understanding 
customer applications and failure mechanisms. Assuming the 
test environment produces the same failure mechanism with 
similar kinetics, these experiments are an invaluable tool t o  
compare media compatibility schemes and to estimate lifetime 
in a customer application provided the specifics of that 
application are known. 

Table 1. Weibull Distribution Parameters for Fluorosilicone Gel 
Coated Pressure Sensors Exposed to Fuel and then to Nitric Acid 

(pH 1.8 at 85 °C). 
Fluorosilicone 

Group 
Characteristic Life, 0 

[hours] R(t=48 hours) 
A 
B 
C 
D 

291 
51 
27 
70 

85% 
39% 
16% 
51 % 

This is the case in the final experimental example. The 
qualification procedure for a media compatible pressure sensor 
for a particular white goods customer has been estimated to be 
2000 hours of exposure in a NaOH/NaHC0

3 
buffered solution [9] 

with a pH of 11 at 55 °C. Therefore, experiments with parylene 
coated sensors have been performed to 3022 hours with a 
continuous supply voltage and in situ offset monitoring in this 
environment. Again, failure distributions are modeled assuming 
a Weibull cumulative failure function. If all of the Weibull slope 
parameters are assumed to be 3, indicating a "wear-out" failure 
mechanism (e.g., corrosion under a coating), the characteristic 
lifetimes can be modeled using analysis of variance to develop a 
linear expression that takes into account the effects of coating 
thickness, applied bias, and solution concentration (Fig. 6a): 

0(hrs) = (15000±5800)-(400±340)t p[µm ]+ 

(100±480) V cc[V]-(1400±500) C0 [pH]-

(40± 16) Vlc[ v 2]+(40±3l)tp· Co[µm· pH]+ 

R2 = 0.846 

(4) 

In addition, these distributions can be used to obtain estimates 
of the I% failure rate (Fig. 6b) or the failure rate at 2000 hours 
(Fig. 6c). 

From these experimental results, the current parylene 
processing techniques do not produce a device that will satisfy 
the requirements of this customer. At a pH of 11 and a 5 V 
supply voltage, the characteristic lifetime (Fig. 6b) is 
approximately 450 hours for a I% failure rate, which was 
assumed to be our constraint. Devices with fluorosilicone gel 
encapsulation alone performed similarly to the parylene 
encapsulated devices. 

During these experiments, however, additional devices 
with a multiple organic barrier coating were observed to survive 
3022 hours of exposure without failure. A subsequent 
experiment with 37 composite coatings with a "worst-case" 
manufacturing process have been exposed for 550 hours to  
NaOH/NaHC0

3 
at pH  of 12.5. 55 °C, and 15 Vdc without 
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incident. By using a conservative acceleration factor of 4X from 
equation 4 (or Fig. 6), this represents approximately 2200 
hours of exposure in this environment. This estimate assumes 
that these devices fail with the same mechanism as the parylene 
encapsulated devices used to develop equation 4. 

Finally, additional techniques, to be presented elsewhere, 
are being developed to obtain a better understanding of why this 
combination of materials provides an enhanced barrier coating, 
and to determine if it still provides acceptable electrical 
performance. It is postulated that reduced amount of corrosive 
reactants and/or temperature at the corrosion sites prior t o  
reaching the steady state may affect the results. In addition, 
perhaps the upper coating minimizes delami.nation of the of the 
lower coating, which is required before corrosion can begin. 
Further exposure testing is being performed to repeat these 
results and to better understand the barrier coating failure 
mechanism. 
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Figure 6. Failure analysis for ,., 5 µm parylene C coated 

pressure sensors exposed to NaOH/NaHC0
3 

at 55 "C with 

continuous supply voltage. (a) Weibull characteristic life, 9, as 

a function of supply voltage and solution pH. (b) Characteristic 

lifetimefor a failure rate of 1% as afunction of supply voltage 
and solution pH. (c) Failure rate at 2000 lwurs as a function of  
supply voltage and solution pH. 

CONCLUSIONS 

Several experimental test techniques have been developed 
for performing simulation of customer media applications. 
Separate organic (i.e., fuel, oil, · etc.) and aqueous (i.e., acid, 
base, salt water, etc.) systems with continuous supply voltage, 
temperature control, in situ offset monitoring, and significant 
safety precautions have been developed. Complementary 
analytical techniques have been initiated to gain a better 
understading of the failure mechanisms. Failure mechanisms, 
including: corrosion, silicon etching, polymer 
swelling/dissolution, interfacial permeability, and mechanical 
failures have been observed with barrier coated silicon bulk 
micromachined, piezoresistive pressure sensors. The ultimate 
goal of this work is to develop an industry standard analogue t o  
IC reliability for media compatible pressure sensors. 

Three specific examples have been presented to illustrate 
the effects of polymer swelling/dissolution of polymer coatings 
in organic solutions and corrosion under polymer coatings i n  
aqueous solutions. The polymer solubility parameter was used to 
begin to predict the swelling/dissolution failure mechanism. 
The corrosive failure mechanisms were being studied by 
analyzing failure distributions to allow comparison of media 
compatibility schemes and to benchmark development products 
with customer requirements. These environmental exposure 
simulation experiments require that the customer environment 
and the failure mechanism resulting from that requirement are 
very well understood. In the automotive environment, polymer 
swelling/dissolution from exposure to organic solutions (e.g., 
fuels) may not result in a catastrophic failure, but the subsequent 
acid exposure, used to simulate exhaust gases and water, has 
been observed to cause corrosive failures more rapidly than was 
observed on devices that have not been exposed to the organic 
solution. 

It ·was also demonstrated that corrosion under parylene 
coatings in an alkaline environment for white goods 
applications is a function of polymer thickness, supply 
voltage, and solution concentration, as predicted by solving the 
Fickian diffusion problem for this type of system. This 
experiment showed that neither parylene nor gel coatings alone 
provided a barrier that was sufficient to satisfy all lifetime 
requirements. However, if it can be assumed that the same failure 
mechanism governs the failure of devices encapsulated with a 
multiple organic coating scheme, then the results indicated that 
a combination of barrier coatings will satisfy long term 
alkaline media exposure requirements . 
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ABSTRACT 

We present a self-assembled monolayer (SAM) coating 
process for high-yield release of compliant polysilicon 
microstructw-es - direct from the water rinse. This process has 
been used to release cantilever beams up to 1000 microns in 
length and requires no special sublimation or supercritical drying 
techniques. Once coated and released, these same microstructures 
have been used to quantify in-use stiction by electrostatically 
actuating surfaces into contact. Polysilicon structures coated with 
SAM films exhibit a work of adhesion of 3 µJ/m2

, nearly four 
orders of magnitude lower than uncoated, hydrophilic structures. 
These coatings are also thermally stable up to 400 °C for 5 
minutes in a nitrogen or vacuum ambient, which falls within the 
range of typical packaging temperature cycles. The SAM-coating 
process has been further improved to eliminate the use of carbon 
tetrachloride, an environmentally unfriendly solvent. Using a 
combination of chloroform and iso-octane in place of the carbon 
tetrachloride, films have been produced which exhibit equal or 
better stiction properties than those formed using the carbon 
tetrachloride process. 

INTRODUCTION 

Despite years of advancement in bulk and surface micro
machining technologies, stiction of microstructures remains a 
fundamental problem. Stiction most often manifests itself during 
the structure release process, where liquid capillary forces deflect 
compliant structures into contact with adjacent surfaces. 
Subsequent evaporative drying leads to solid bridging due to 
precipitates left behind from the liquid phase, which usually 
results in permanent sticking at this stage [1-3]. This release

related stiction has been successfully evaded by several methods, 
including sublimation drying [1,4], supercritical drying [5], and 
dry-release [6,7] techniques that avoid the formation of a liquid
vapor interface altogether. In addition, small features have been 
added to the microstructure perimeter to reduce capillary forces 
by shaping the liquid meniscus [8]. 

The second manifestation of stiction is during actual device 
operation, termed in-use stiction. When adjacent microstructure 
surfaces come into contact (intentionally or unintentionally), 
capillary, electrostatic, and van der Waals forces may all 
contribute to adhesion of the surfaces and device failure [2]. None 
of the techniques mentioned above for the alleviation of release 
stiction addresses the problem of in-use stiction, which is 
becoming more important as increasingly compliant micro
structures and vacuum packaging are introduced [9,10]. Initial 
attempts to alleviate in-use stiction focused on reducing the 
contact area between adjacent surfaces by fabricating micro
dimples [11,12] or by roughening the polysilicon surface on a 
more microscopic level [13,14]. While some improvements (factor 

of ~5) were seen due to roughening, attention has turned more 
recently towards chemical passivation of the polysilicon surface. 

One approach to surface passivation introduced self
assembled monolayers (SAMs) into microfabricated devices. 
Alley et al. showed promising results for alleviating release
related stiction and suggested SAMs as a potential post-release 
anti-stiction lubricant [2]. However, due to the stiffness of the 
structures investigated, no quantitative measure of the stiction 
properties of SAM-coated surfaces could be made at that time. 
Further work involving SAM films by Deng et al. showed a 
marked improvement in the release and wear properties of SAM
coated polysilicon wobble motors. Motors with a SAM coating 
operated for nearly 80 million cycles over a nine month period, 
indicating low wear and good durability of these films even on 
surfaces in continuous moving contact [15]. 

More recently, a method for measuring the work of adhesion 
between contacting surfaces using cantilever beam arrays showed 
that hydrogen passivation of the polysilicon surface reduced in
use stiction by over three orders of magnitude [16]. This 
technique made use of an ammonium fluoride treatment coupled 
with supercritical drying to release microstructures with a 
hydrogen-passivated polysilicon surface. One drawback to this 
approach, however, was the metastable nature of the hydrogen
terminated silicon surface which limited the long-term usefulness 
of such a treatment [17]. Hydrogen-terminated silicon surfaces are 
likely to be further degraded by packaging processes which 
typically require temperatures of 300-425 °C, a stringent require
ment for surface passivation coatings. In another approach 
recently introduced, fluorocarbon films formed by a plasma 
polymerization reaction have shown success in reducing post
release adhesion [18]. 

A low-stiction, chemically-stable surface coating capable of 
surviving packaging temperature cycles is highly desirable. This 
work demonstrates that the SAM coating process previously 
studied by Alley and Deng is effective at reducing both release 
and in-use stiction. The SAM film is comprised of a close-packed 
array of alkyl chains which spontaneously form on oxidized 
silicon surfaces, and have been shown to remain stable 
indefinitely (up to 18 months in air to date) in nwnerous 
environments [19]. The extremely hydrophobic nature of SAM
coated surfaces changes the meniscus shape such that micro
structures are not collapsed by capillary forces. As a result, 
extremely compliant structures may be pulled directly out of 
water, from which they emerge released and completely dry 
without post-processing. Furthermore, these films reduce in-use 
stiction by several orders of magnitude, and their thermal stability 
is sufficient to withstand various packaging processes. A 
description of the formation/release process, thermal stability, and 
in-use stiction properties of SAM-coated polysilicon micro
structures will be presented in the following sections. 
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BASICS OF SAM FORMATION 

The films studied in this work were fonned from 
octadecyltrichlorosilane (OTS) precursor molecules having a 
chemical fonnula of CuiH31SiCh. When the precursor molecules 
are placed into a suitable solvent such as a 4:1 hexadecane:carbon 
tetrachloride (CCl4) mixture and an oxidized silicon surface is 
inserted, the trichlorosilane head groups hydrolyze and chemisorb 
to the surface, forming Si-0-Si links to the surface [20). The 
process showing assembly of the film is depicted schematically in 
Fig. 1 .  After fonnation, the film is further stabilized by cross
linking between chains, a process often aided by a low 
temperature anneal after film fonnation ( ~ 100 °C). When 
prepared correctly, a SAM-coated Si(l0O) oxide surface (prepared 
using OTS) exhibits a water contact angle of 114° :I: 2°, which 
corresponds to a surface energy of about 20 mJ/m2

• The film 
thickness is about 25 A, and the film "density'' is approximately 5
chains per nm2 ( ~90% of the density of crystalline polyethylene),
indicative ofa true "monolayer" coverage [21).

� = octadecyltrichlorosi/ane (OTS) 

Figure 1. Schematic of self-assembled mono/ayer formation on 
an oxidized silicon surface using alkyl-trichlorosilane precursor 
molecules. Film formation is thought to occur within several 
minutes on smooth surfaces. 

There are two particularly important factors involved in 
obtaining high-quality SAM films [21). First, the presence of 
water in the SAM solution is undesirable because water will 
cause conglomeration of the OTS precursor molecules. Water is 
thought to be necessary, however, in the form ofa thin film on the 
silicon dioxide surface. This water is responsible for hydrolyzing 
the trichlorosilane head groups and may promote mobility of the 
SAM chains, allowing them to move into close-packed structures. 
Thus, while bulk water must be washed away before placing 
samples into the SAM solution, hydrophilic silicon surfaces which 
retain a thin layer of water molecules are desirable for high
quality SAM films formed from these precursor species. 

The second important factor in obtaining high-quality films 
is the temperature at which the films are fonned. Specifically, a 
transition temperature has been observed near room temperature, 
below which the SAM films display superior properties [22]. In 

general, this transition temperature drops as the tail chain length 
becomes shorter. For OTS, the transition temperature is reported 
to be approximately 28 °C. The existence of such a transition 
temperature also appears to have important ramifications for 
forming SAM films from other precursor species, such as 
fluorinated trichlorosilanes (FTS) [22). This may be one 
explanation for the poor performance seen in FTS films studied 
thus far for micromachining anti-stiction applications [2,15). 

One remarkable property of these films is their stability after 
formation [19]. Specifically, storage times of up to 18 months in 
air produced indistinguishable thicknesses and contact angles 
from freshly prepared films. Furthermore, SAM films appear to 
be impervious to hot organic solvents, acidic media, and boiling 
water. Even rubbing of the surface with a tissue produced no 
detectable changes in the film properties, further evidence of film 
durability. The long-term stability of these film in various 
ambients, coupled with their low surface-energy, hydrophobic, 
densely-packed structure, makes self-assembled monolayers an 
exciting option for anti-stiction coatings in micromachines. 

EXPERIMENTAL PROCEDURES 

The structures used to characterize the release and in-use 
stiction properties of the SAM coatings in this work consisted of 
arrays of IO µm-wide cantilever beams, which extended from 50 
to 1000 microns in length. Between 50 and 260 microns, the 
beams were incremented in IO micron lengths; the longer beams 
were incremented by 20 microns. These structures were fabricated 
using standard surface micromachining techniques. After thermal 
oxide growth and low-stress nitride deposition, a 3000 A in-situ 
doped polysilicon film was deposited and patterned as the ground
plane layer. The deposition conditions were 590 °C, 500 mtorr, 
PH3 mole fraction = 3.2xl0·3, balance S�. A 2 µm PSG layer,
deposited and annealed at 1000 °C for one hour, served as the 
sacrificial layer. After PSG patterning, a 2 µm structural 
polysilicon layer was deposited under the same conditions listed 
above, except the deposition temperature for this layer was 585 
°C. These polysilicon deposition conditions, followed by an RTA
anneal at 900 °C after patterning, have been shown to produce
low stress, low strain-gradient polysilicon films [23], which were
necessary to obtain the long,flat beams (up to 1000 microns) used
in this work.

In-use stiction was measured by determining the cantilever 
beam detachment length and calculating a work of adhesion for 
the contacting surfaces [3,16,24). Testing in-use stiction with the 
cantilever beam arrays required actuation of the beams down into 
contact with the underlying ground-plane surface. A sticking 
probability, defined as the ratio of the number of beams stuck to 
the total number of beams actuated, was calculated for each beam 
length and surface treatment examined. 

For hydrophilic surfaces, tested as a reference for this work, 
beam actuation was accomplished by pushing the beams down 
with a sharp probe tip, then releasing them. However, adhesion 
between the probe tip and the beam surface precluded probe-tip 
actuation for the hydrophobic SAM-coated structures. A second 
generation of structures was therefore designed and built which 
incorporated an electrostatic actuation pad, as shown in Fig. 2. By 
applying 150 V between the actuation pad and the beams/landing 
pad, the beams could be pulled into contact with the landing pad 
without making contact with the actuation pad. By utilizing a 
single actuation pad, an entire beam array could be tested at the 
same time; the beam arrays were typically pulled down and 
released several times before results were recorded. It was also 
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important to record the results immediately after testing, since 
transportation of the samples was observed to cause beams to 
become unstuck in some cases. Using a voltage of 150 V, beams 
as short as about 400 microns could be pulled into contact; higher 
voltages resulted in contact and shorting problems with the 
actuation pad. 

(b) 

top view 

side view 

anchor actuation pad beam landing pad 

�:( >:_..,,. -----------
:: 50µ.m :: 150-IOOOµm

5um 5um 

Figure 2. Top view picture (a) and side view schematic {b) of 
electrosratically-actuated cantilever beam arrays. Polysilicon 
stnJctures were built with a 3000 A ground-plane layer and a 2 
µm structural layer in a 3-mask process. After fabrication, 
individual die were annealed in argon for 5 minutes at 900-1000 
°C to obtain low stress, low strain-gradient films. 

Thermal stability experiments were carried out at 
atmospheric pressure by heating SAM films in an rapid thermal 
annealing system [AG Associates Heatpulse 210] to the specified 
temperature. For films annealed in nitrogen or ox')'gen, the sample 
chamber \Vas purged for five minutes \\-1th 50 seem of flo"wing 
gas. Vacuum experiments were conducted in a vacuum packaging 
station with a glass chamber pumped do\.Vl'I to below 10-4 torr. 
Specified �ealing temperatures were achieved \Vith an IR lamp 
and were measured by a thermocouple mounted to the back of the 
sample holder. Contact angle measurements employed the Sessile 
drop method and used DI water (resistivity � 18 MQ) as the 
measurement liquid. Liquid drops were typically 4 µ1, and the 
contact angle was measured \Vith a goniometer [Rame-Hart, Inc.]. 

SAM depositions were carried out using standard solvent
grade chemicals, except for hexadecane and iso--octane which 
were anhydrous grades (Aldrich Chemical Co.). The OTS was 
purchased from Aldrich at 95% purity, and ·was used as-received. 
The mix1U.re used for SA."1\.1 deposition was a ~ l !I'M OTS solution 
in 4:1 hexadecane:CC14 or hexadecane:CHCb - about 1 drop (~20 

µ1) of OTS per 50 ml of solvent. The SAM deposition and the 
peroxide soak were 15 minutes, and rinse times were typically 10 
minutes. All steps in the process consisted of dilution rinses in 
order to keep the structures from leaving the liquid phase. Rinses 
were accomplished either by simple dilutions or by moving 
structures from one solution to the ne>..1 while entraining a liquid 
dome on the wafer surface. All glassware ·was dehydrated in a 90 
°C oven prior to use, and reactions were carried out in a chemical 
fume hood. 

RESULTS AND DISCUSSION 

Release Stiction. The microstructure release process 
incorporating SAM films is given in Table 1. Once structures 
were freed in HF (diluted 5:1 with water), the polysilicon surfaces 
had to be reoxidized for the SAM fonnation to occur. This was 
accomplished by forming a chemical oxide vvith hydrogen 
peroxide. Before immersion in the OTS solution, the bulk water 
had to be removed from the samples. Hence, samples were rinsed 
\Vith iso-propanol (lPA) then carbon tetrachloride (CCk) prior to 
entering the OTS mix1ure. After SAM formation, the excess 
precursor molecules were rinsed from the surface with CCk, and 
the CCL was rinsed a'"'ay \Vith JP A The release process up to this 
point was adapted from Alley et al. ""110 used methanol instead of 
iso-propanol, and allowed the samples to dry under an IR lamp 
after the last solvent rinse [2]. 

A major concern regarding this work and its industrial 
application is the use of carbon tetrachloride in the SAM coating 
process. This is because CCL: was banned for most industrial uses 
under the Montreal Protocol. The role of CCk in the SAM process 
is to help dehydrate the structures prior to film fonnation, help 
solvate the OTS head group in the solvent mixture, and to rinse 
away excess OTS molecules which may be physisorbed. to the 
surface. Miscibility and wettability issues are also important in 
choosing a replacement solvent, since liquid must be entrained 
,.,,hen moving from one solution to the nexi. Very recently we 
fotmd that a combination of chloroform and iso-octane can also be 
used to produce high-quality SAM films \Vithout the use of CCL. 
In this process, iso-octane replaces CCL: for the rinses before and 
after SAM formation, and chloroform is substituted for the CCL 
in the OTS m.ix'ttlre. Structures coated using these new solvents 
have shown equal or better performance compared to the films 
deposited using CCk, and the results reported in this work are 
applicable to both deposition techniques. 

Tabk 1. Summary of the release and SAM-coating process for 
polysilicon microstructures. Numbers in parentheses indicate that 

that rinse was peiformed twice in succession. See text for derails. 
Note: Failure to rinse away all of the excess OTS molecules 
between steps (iii) and (iv) will lead to residue and/or polymer 
fomzation on the structure suifaces! This problem is particularly 
prevalent if the OTS concentration is too high (> 5 mA..f) during 
the SA\.f formation step. 

i) Sacrificial Layer Etch Dilute HF (5:1 v/v H20)

ii) Surface Oxidation Hz() rinse, H20, soak, H20 rinse 

iii) SAM Fonnation lPA rinse (2), CClt rinse (2), 
OTS solution, CCl4 rinse (2) 

iv) Rinse and Dry lPA rinse (2), Hz() rinse, 

pull structures directly from water! 
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We have refined Alley's release process a step further by 
taking advantage of the extremely hydrophobic SAM-coated 
surfaces. At the end of the release process, instead of drying the 
structures from the IPA (or methanol) rinse, the IPA \VllS instead 
displaced by water. The structures were then pulled directly out of 
the water, .vhere they emerged released and completely dry. The 
structures required no further drying because water dewetted the 
SAM«>ated surfaces immediately as the structures came out of 
the ·water. This release technique has been used to successfully 
release cantilever beam arrays containing beams up to 1 mm long, 
as pictured in Fig. 3. Other devices such as Sandia microengines 
{25) have also been coated and released successfully. 

While many surfaces will dewet when pulled from water 
(e.g., an HF-treated silicon surface, contact angle"' 70°), it has 
been our experience that compliant, uncoated structures pulled 
from an HF or water solution in the same manner as described 
above will invariably emerge stuck to the substrate or to adjacent 
microstructure surfaces. We believe the success of the SAM 
treatment in this regard results from the v.,ater contact angle of 
~114° present on these surfaces. Figure 4 shows a simplified 
picture of the ,vater droplet shape and the corresponding meniscus 
shape for surfaces with contact angles above and below 90°. On 
the more hydrophilic surface, the meniscus shape v.-ill be concave 
underneath a compliant structure, creating a capillary force 
sufficiently strong to pull these surfaces into contact. 
Alternatively, on a SAM-coated structure, the water meniscus will 
maintain a convex curvature, thus giving rise to no attractive 
forces between the two surfaces. 

Toe success of the release process outlined in Table l 
appears to depend on the extreme hydrophobicity (i.e. low surface 
energy) of the SAM-coated oxidized silicon surfaces. Since the 
dewetting of the microstructures is a dynamic process (i.e. not an 
equilibrium process), the receding contact angle will actually 
determine the meniscus shape during dewetting. Fortunately, 
there is little hysteresis in advancing and receding contact angles 
on high-quality SAM films [211, and receding contact angles 
remain ~ 114 °. Viscous forces due to water streaming v.-ill also act 
on the microstructures when they are pulled from the water rinse; 
however, these viscous forces have not led to significant stiction 
problems on the structures released to date. 

Figure 3. Scanning electron micrograph of SAM-coated 
cantilever beams released using the process outlined in Table 1. 
Even the longest beam (1 mm) was successfully released without 
sublimation or supercritical drying techniques. 

In-Use Stiction.. After coating and releasing the cantilever beam 
arrays described above, these structures were then used to 
quantify the in-use stiction properties of SAM-coated devices. 
Upon electrostatically actuating the cantilever beams into contact 
with the underlying substrate, the status of each beam (stuck or 
unstuck) was recorded. The sticking probability data for three 
different microstructure surfaces is shown in Fig. 5, where the 
sticking probability is plotted as a function of beam length. For 
the H:i02 and N"l-I.if-treated structures [see Ref. 16], the sticking 
probability curves cross the 50% line at a beam length of 
approximately· I IO and 680 microns, respectively. The sticking 
probability data for the SAM-coated surfaces is also shown in Fig. 
5, and it can be seen that even at a beam length of 950 microns, 
only about half of the beams remain stuck upon making contact 
with the substrate. 

(a) hydrophilic surface

(b) SAM-coated surface

�,ff£'1':lf.if%W!.:i{;t§.:£jffe':;,mf.J'l",@�'"''����tW�Wfi''ii';
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Figure 4. Water contact angles and corresponding droplet shape 
on hydrophilic oxide (a) and hydrophobic SAM-coated (b) 
suif aces. underneath the hydrophilic beam, the concave meniscus 
creates a capillary force which acts to bring the cantilever beam 
into contact with the substrate. No such attractive capillary force 
exists underneath the SAM-coated beam, however. where the 
meniscus maintains a convex curvature. 

If the detachment length is taken as the length at which the 
sticking probability is equal to 50%, work of adhesion values can 
then be estimated using the equation (3J 

3 Et 3h2 

W =--
s 8 /4 

d 

(l) 

Here, Eis the Young's modulus of polysilicon, tis the polysilicon 
thickness, h is the sacrificial layer thickness, and l,1 is the 
detachment length. Using Eqn. ( l ), work of adhesion values for 
each of the treatments are calculated and shown in Table 2, which 
reveals a dramatic decrease in the work of adhesion on 
hydrophobic surfaces. Specifically, the SA.\1«>ated structures 
exhibit a work of adhesion of 3 µJ/m2• compared to 20,000 µJ/m2 

for structures \\-1th conventional hydrophilic surfaces. This 
corresponds to a reduction of nearly four orders of mag..,itude in 
work of adhesion. 
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The mechanism for stiction reduction is not yet completely 
understood. However, it seems likely that the adhesion 
phenomena are quite different in the case of the hydrophilic and 
hydrophobic surfaces. One would suspect that meniscus forces, 
driven by capillary condensation, are responsible for the relatively 
high adhesion seen on the hydrophilic samples. This suggestion is 
supported by the observation that under conditions of near I 00% 
relative humidity, the detachment length for the hydrophilic 
surface decreases to about 65 microns, which translates to a work 
of adhesion of 140 mJ/m2 - twice the surface tension of water 
[3,24]. 
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Figure 5. Comparison of in-use stiction properties on 
hydrophilic, ammonium fluoride-treated, and SAM-coated 
su,faces. The structures used for all measurements were 
fabricated during the same processing run. 

A contact angle greater than 90°, as seen on SAM-coated 
surfaces, prevents capillary condensation and the resulting 
meniscus force altogether. The attractive forces present in SAM
coated structures are therefore expected to originate from an 
entirely different adhesion mechanism. Adhesion energies on the 
hydrophobic surfaces appear to be on the order of van der Waals 
interactions, but surface roughness complicates a more 
quantitative calculation. Work is in progress to predict these 
adhesive forces based on the surface topology as measured by 
atomic force microscopy [24]. 

Thermal Stability. Figure 6 shows the water contact angles on 
polysilicon SAM-coated surfaces as a function of anneal 
temperature. These samples were annealed in either a nitrogen, 
oxygen, room air, or vacuum environment. For the samples 
annealed in nitrogen, the contact angles remained constant to 400 
°C, above. which the contact angle began to decrease. Annealing 
experiments in vacuum were carried out to mimic an actual 
vacuum packaging process, and SAM films remained intact up to 
at least 400 °C (the highest attainable temperature in our 
packaging system). Thus, it appears that the SAM thermal 
stability in vacuum or inert atmospheres is adequate for some 
packaging processes. To our knowledge, the thermal breakdown 
mechanism in the SAM films is not presently known. However, 
the film stability is much lower when annealed in oxygen or air, 
as shown in Fig. 6, indicating a mechanism for chemical reaction 
at elevated temperatures in oxygen-containing environments. 
These results appear to be consistent with literature reports of 

film stability in inert atmospheres up to around 450 °C [26] and 
film stability in air up to at least 140 °C [27]. 

Table 2. Approximate detachment lengths and corresponding 
works of adhesion for each of the treatments listed in Fig. 5. 
Works of adhesion were calculated using Eqn. (1) with a 
polysi/icon thickness, t, of 2.15 µm, a sacrificial layer thickness, 
h. of 2.0 µm, and a Young's modulus of 170 GPa.

Surface Detachment Work of Adhesion 
Treatment Length(µm) (µJ/m2) 

H2� hydrophilic 110 20,000 

mw hydrophobic 700 10 

SAMs hydrophobic 950 J 

CONCLUSIONS AND FUTURE DIRECTIONS 

This work has systematically investigated the anti-stiction 
properties of OTS self-assembled monolayer films. By converting 
the high surface-energy, hydrophilic silicon dioxide surface into a 
low surface-energy, hydrophobic surface, these films appear to 
avoid attractive meniscus forces. Not only does this alleviate 
stiction during the release process, it also eliminates capillary 
condensation, a dominant cause of in-use stiction. Both release
related and in-use stiction are reduced by almost four orders of 
magnitude in microstructures incorporating the SAM deposition 
and release process presented here. SAM films thus represent an 
anti-stiction surface passivation capable of surviving the 
packaging temperature cycle. These results, coupled with the 
well-documented long-tenn stability of SAM films in various 
ambients, suggest great promise for use of these films as anti
stiction coatings in micromechanical devices. 
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Figure 6. Thermal stability of SAM films on polysi/icon in 
typical packaging environments. Samples were heated to the 
specified annealing temperature for 5 minutes, then allowed to 
cool to below 100 °C before removal and measurement. 

Self-assembled monolayers also have the advantageous 
characteristic that the tail group of the precursor molecules can be 
varied a great deal. For instance, tail lengths for most types of 
films can be changed to produce thicker or thinner films, and 
SAM layers might be fonned directly on the silicon surface, 
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eliminating the need for an underlying oxide layer [28]. Other 
possibilities include changing the deposition method used to form 
SAMs, possibly by employing a vapor-phase deposition process, 
which has been demonstrated for some types of films [29]. 
Finally, recent work involving fluorinated trichlorosilane (FTS) 
molecules has produced films which exhibit surface energies 
three times lower than those obtained with the best OTS films 
[22]. The wide range of options available in investigating and 
choosing a suitable SAM film makes this a potentially versatile 
anti-stiction technology. 
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ABSTRACT 

Chemical-Mechanical Polishing (CMP) has emerged as an 
enabling technology for the manufacturing of multi-level metal 
interconnects used in high-density Integrated Circuits (IC). In this 
work we present the extension of CMP from sub-micron IC 
manufacturing to the fabrication of complex surface
micromachined Micro-ElectroMechanical Systems (MEMS). This 
planarization technique alleviates processing problems associated 
with fabrication of multi-level polysilicon structures, eliminates 
design constraints linked with non-planar topography, and 
provides an avenue for integrating different process technologies. 
We discuss the CMP process and present examples of the use of 
CMP in fabricating MEMS devices such as microengines, pressure 
sensors, and proof masses for accelerometers along with its use for 
monolithically integrating MEMS devices with microelectronics. 

INTRODUCTION 

Local and global planarization techniques have become key 
manufacturing technologies for the fabrication of high-density 
Integrated Circuits (IC). Several methods such as BPSG reflow 
[1], spin-on-glass [2], and plasma etch [3] have been historically 
used to accomplish planarization in the IC industry. As increased 
metal interconnect levels are used and as photolithography 
requirements are tightened for sub-micron IC fabrication, 
Chemical-Mechanical Polishing (CMP) has emerged as an 
enabling technology for fabrication of these structures [4]. CMP 
processes produce both global and local planarization through 
relatively simple and quick processing. 

In micromachining, the use of polysilicon and silicon dioxide 
as a structural and sacrificial material, respectively, has been 
widely employed since its introduction [5]. As these relatively 
thick (-2 µm) layers of polysilicon and oxide are deposited and 
etched, considerable surface topography arises which imposes 
limitations in deposition·, patterning, and etching of subsequent 
layers. It is desirable to planarize specific layers in order to 
eliminate processing difficulties associated with photoresist step 
coverage, depth-of-focus of photolithography equipment, and 
stringer generation during dry etch. Presently, these problems are 
addressed through careful design of structures, special photoresist 
processes, and the use of extra mask levels. 

In the area of Micro-ElectroMechanical Systems (MEMS), 
fabrication issues associated with non-planar devices and 
techniques for overcoming topography problems are just beginning 
to appear. Researchers at U. Wisconsin have demonstrated 
locally-planarized surface-micromachined pressure sensors 
produced in a double LOCOS process [6]; while the use of plasma 

C.A. Apblett and J. G. Fleming
Microelectronics Thin Films Department 

Sandia National Laboratories 
Albuquerque, NM 87185-1084 

planarization has recently been demonstrated on MEMS devices 
by researchers at Delft [7]. Although these planarization 
techniques have yielded improvement in the manufacturability of 
MEMS devices through local planarization, CMP provides a 
higher quality of both local and global planarization in a 
manufacturing environment. Recently, researchers at Case 
Western have used CMP to improve the optical quality of mirrored 
surfaces produced on polysilicon surface-micromachined devices 
[8] by reducing the roughness of the polysilicon.

Additionally, present non-planar multi-level, surface
micromachining technologies place constraints on designs for 
upper polysilicon levels to prevent their interference with 
previously deposited layers. The planarization of sacrificial oxide 
layers prior to deposition of subsequent, conformal polysilicon 
layers removes these design constraints and enables the fabrication 
of new classes of devices. Examples of these new devices are flow 
channels that contain other micromachined structures within the 
flow channel and planar covers with applications in packaging of 
devices. CMP planarization provides an avenue to integrate 
separate process technologies such as microelectronics and 
micromechanics or surface micromachining and high-aspect-ratio 
micromachining. The planarization offered by CMP will also 
enable the fabrication of devices with four or more structural levels 
of polysilicon. 

CHEMICAL-MECHANICAL POLISHING 

Figure 1 illustrates the CMP process in which an oxide 
surface is planarized by rotating a wafer under pressure against a 
polishing pad in the presence of a silica-based alkaline slurry. The 
theory of oxide polishing is not well understood; however, it is 
generally accepted that the alkaline chemistry hydrolyzes the oxide 
surface and sub-surface thus weakening the SiO2 bond structure 
[9]. The mechanical energy imparted to the abrasive slurry particle 
through pressure and rotation causes high features to erode at a 
faster rate than low features, thereby planarizing the surface over 
time. For the particular results shown here, a colloidal-fumed 
silica slurry (Cabot SS-12) and a polyurethane pad (Rode! 
IC lOOO/Suba IV) are used. 

One of the main differences between planarizing inter-level 
dielectric materials used in ULSI interconnect technology and 
sacrificial oxide material used in MEMS technology is the large 
step heights (2-4 µm vs. 0,8 µm) associated with MEMS. These 
large step heights present a challenge to any planarization strategy. 
Figures 2 and 3 show the surface topography of single level 
polysilicon structure prior to CMP (2) and after the CMP process 
(3). As can be seen from the figure, CMP does an excellent job of 
removing the - 2 µm step height and planarizing the surface. 
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MEMS APPLICATIONS OF CMP 

Improved Manufacturability of MEMS with IArge Topography 
The deposition and subsequent patterning of thin films 

conformally deposited over large surface topographies poses 
significant manufacturing challenges. These challenges in�lude 
problems with photoresist coverage near large step heights, 
stringer generation at these steps during dry etch, and photoresist 
removal. An example of a stringer after release from the edge of a 
surface-micromachined gear is shown in Figure 4. Planar 
structures inherently alleviate these problems caused by step 
heights without the need for additional processing or careful 
design. 

Multi-Level Structures 
Multiple levels of structural polysilicon enable fabrication of 

increasingly complex MEMS devices such as microengines [10] 
capable of driving sets of gears. Simple flexure structures such as 
comb drives [11] can be built in a single level of structural 
polysilicon while a second level enables the production of_ ge_ars 
with pin joints. A third level enables linkages between spmrung 
gears, but introduces severe topography problems th�t must_ be 
solved witn a combination of careful process and device design. 
Figure 5 shows the hub and linkage arm of an electr?static 
microengine fabricated in a non-planar technology. Intrusion of 
upper polysilicon levels into gaps left between lower polysilicon 
levels complicates design and limits layout flexibility in addition to 
causing undesirable areas of stress concentration. These intrusions 
are clearly seen in Figure 5, but are completely eliminated in the 
structure fabricated with CMP shown in Figure 6. Additional 
levels of polysilicon promise even more complex structures, but 
the extreme topography of these multi-level structures (four or 
more active layers) has prohibited their fabrication. A 
micromachining technology that includes planarization steps such 
as CMP will enable device fabrication with these additional levels. 

CMP also enables the fabrication of structures with flat covers 
fabricated in upper polysilicon levels that overlap structures 
fabricated in lower polysilicon levels. Figure 7 shows a fluid 
pump with a constant cross-section flow channel contain!�g a
pumping shaft. Close vertical dimensions between the polys1h�on 
pumping shaft and its cover must be maintained wi�o�t intrus1�n 
of the cover into the pump mechanism. The fabncat1on of this 
structure without planarization would have been nearly impossible. 
These types of covers made from polysilicon or silicon nitride 
deposited over refilled and planarized regions may also be used for 
packaging of MEMS. 

Pressure Sensors 
A planar pressure sensor technology [12] has been developed 

based upon a silicon nitride layer as the diaphragm material. A 
trench is etched -2 µm deep in the surface of a silicon wafer. This 
trench is refilled with a sacrificial oxide and planarized with CMP. 
A silicon nitride diaphragm layer is then deposited. The sacrificial 
oxide underneath this diaphragm layer is removed using HF 
leaving a cavity beneath the diaphragm. An additional silicon 
nitride layer is used to seal the cavity in near-vacuum conditions 
(approx. 200 mTorr). Polysilicon piezoresistors are deposited on 
the diaphragm to sense the diaphragm strain that results from 
changes in ambient pressure. A completed, 100-µm-diameter 
planar pressure sensor is shown in Figure 8. This sensor �hows 
marked improvement in planarity when contrasted agamst a 
similar, non-planar sensor shown in Figure 9. 

In the non-planar sensor manufactured without CMP the 
reference pressure cavity is formed above the silicon surface 
producing large step heights. These steps cause processing 
difficulties with photoresist coverage and removal, dry etch 
selectivity to photoresist where the photoresist thins over steps, 
and metal step coverage. These challenges to manufacturing were 
eliminated in the CMP-planarized sensor. In the future, the use of 
an embedded cavity will enable the monolithic integration of this 
sensor technology with CMOS in a modified version of the 
integration process described later in this paper and will also 
enable the use of deeper vacuum cavities to extend the sensing 
range of the devices. 

High-Aspect Ratio Micromachining 
In addition to its uses for planarization of surface

micromachined devices, CMP plays a key role in the fabrication of 
high-aspect ratio micromolded polysilicon and tungsten devices. 
In the technology presented here[13], deep, narrow trenches lined 
with oxide are filled with thin films (-2-5 µm) of either polysilicon 
as shown in Figure 10 or tungsten as shown in Figure 11 and 
planarized with CMP. These structures can then be integrated �ith 
surface micromachined polysilicon structures to form large h1gh
aspect-ratio proof masses with compliant surface-micromachined 
springs as shown in Figure 12. 

Integration of MEMS with Microelectronics 
Recently, a great deal of interest has developed in 

manufacturing processes that allow the monolithic integration of 
MEMS with driving, controlling, and signal processing electronics 
[14]. The monolithic integration of micromachines and 
microelectronics enables the development of wide new classes of 
small, smart, products with maximum levels of system 
performance. A new integration scheme [15] overcomes the 
limitations of traditional integration schemes and enables, for the 
first time, the integration of micromachines of arbitrary complexity 
with high performance, state-of-the-art CMOS. Functionality 
yields in excess of 70% have been achieved with this te_chn?logy.
Examples of devices built in this technology are shown m Figures 
13 and 14. 

We have developed this embedded MEMS approach to 
enhance the manufacturability, design flexibility, and performance 
of microelectronic/micromechanical devices. This process places 
the micromechanical devices in a shallow (-6-12 µm)trench, 
planarizes the wafer, and seals the micromechanical devices in the 
trench. These wafers with the completed, planarized 
micromechanical devices are then used as starting material for a 
conventional CMOS process. This technique is equally applicable 
to other microelectronic device technologies such as bipolar or 
BiCMOS. Since this integration approach does not modify the 
CMOS processing flow, the wafers with the subsurface 
micromechanical devices can also be sent to a foundry for 
microelectronic processing. Furthermore, the topography of 
multiple polysilicon layers does not complicate subsequent 
photolithography. A high-temperature anneal is performed after 
the devices are embedded in the trench prior to microelectronics 
processing. This anneal stress-relieves the micromechanical 
polysilicon and ensures that the subsequent thermal budget of the 
microelectronic processing does not affect the mechanical 
properties of the polysilicon structures. 

Figure 15 is a schematic cross-section of the integrated 
technology. Alignment marks are etched onto the surface of wafer 
in order to provide reference locations for subsequent processing. 
A shallow trench is etched in (I 00) silicon wafers using an 
anisotropic etchant that preferentially etches the (100) crystal plane 
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and produces a trench with sidewalls having a slope of 54. 7° 

relative to the surface. This slope aids in the subsequent photo 
patterning within the wells. 

The alignment marks from the top surface of the wafer are 
used as references to generate another set of alignment marks on 
the bottom surface of the trench. This approach is used to 
optimize level-to-level registration and resolution of features 
within the trench. Feature sizes with critical dimensions as small 
as 0.8 µm were successfully defined within the trench. 

A silicon nitride film is deposited to form a dielectric layer on 
the bottom of the trench. Sacrificial oxide and multiple layers of 
polysilicon are then deposited and patterned in a standard surface 
micromachining process. Polysilicon studs provide contact 
between the micromechanical devices and the CMOS; the depth of 
the trench is sized so that the top of the polysilicon stud lies just 
below the top of the planarized trench. The shallow trenches are 
then filled with a series of oxide depositions optimized to eliminate 
void formation in high-aspect-ratio structures. The wafer is 
subsequently planarized with chemical-mechanical polishing 
(CMP). The entire structure is annealed to relieve stress in the 
structural polysilicon and sealed with a silicon nitride cap. At this 
point, conventional CMOS processing is performed. The backend 
of pie process requires an additional step to open the nitride cap 
over the micromechanical layer prior to release of the 
micromechanical structures. Photoresist is used as a protection 
layer over the exposed bond pads during the release process. 

This technology does not impose additional limits on the size, 
thickness, or number of layers of the micromechanical polysilicon 
structures. The modularity of the process allows changes to be 
made to either the micromechanical process or the microelectronic 
process without affecting the other process. A planarized wafer 
with the embedded MEMS can serve as starting material for a 
conventional microelectronics foundry service since the 
technology does not require significant modifications of standard 
microelectronic fabrication processes. 

CONCLUSION 

Just as planarization techniques are now important in multi
level-metal IC processes, planar processing is emerging as a 
crucial step in fabrication of complex MEMS such as devices with 
multiple structural levels, enclosures, embedded reference pressure 
cavities, or integrated microelectronics. In this paper, CMP has 
been demonstrated as a valuable processing technique to add to 
the toolbox of today's sophisticated micromachinist. 
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FIGURES 
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Figure I. Schematic representation of CMP process in 

which an oxide surface is planarized by rotating the wafer 
under pressure against a polishing pad in the presence of 
a silica-based alkaline slurry. 

Figure 2. Cross section of a partially-fabricated 

micromachine showing the uneven topography before 

CMP planarization. 

Figure 3. Cross section 

micromachine after CMP planarization. 

oxide surface. 

Figure 4. Polysilicon stringer next to a gear edge. The 

stringer was formed during a later polysilicon deposition 
and patterning. 

Figure 5. Hub and linkage arm of a microengine 

produced in a conventional, non-planar micromachining 

process. 

Figure 6. Hub, linkage arm, and gear of a microengine 

manufactured in a process utilizing CMP planarization. 
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Figure 7. Micromechanical fluid pump fabricated with 

CMP. The planar top surface of the pump chamber 

indicates there is no protrusion of the top polysilicon into 

the enclosed pump mechanism. 

Figure 8. Top view of a planar pressure sensor fabricated 

in a process that includes CMP. The reference cavity is 

embedded below the substrate surface, eliminating step 

coverage problems. 

Figure 9. Top view of a non-planar pressure sensor. The 

circular diaphragm covers a 2µm-high reference vacuum 

cavity, and is the source of step coverage problems. 

Figure JO. Cross-section of a high-aspect-ratio 

polysilicon accelerometer proof mass with CMP

planarized top surface. 

Figure 11. Cross-section of a high-aspect-ratio tungsten 

accelerometer proof mass with CMP-planarized top 

surface. 

Figure 12. High-aspect-ratio polysilicon accelerometer 

mass integrated with a surface-micromachined spring 
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Figure 13. Surface-micromachined polysilicon resonators 

built in a trench alongside their CMOS sensing 

electronics. 

CMOS Device Area 

Poly2 

P-tub 

arsenic-doped epitaxial layer 

◄ 

Figure 14. Photograph of the completed integrated 

MEMS/CMOS die illustrating the layout of the various 

sensors, resonators, test structures, and electronics. 

Micromechanical Device Area 

► 

n-type silicon substrate 

Figure 15. Cross-sectional schematic of the subsurface, embedded MEMS integrated technology. 
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ABSTRACT 

In this paper we describe a new approach to self-consistent elec
tromechanical simulation. The approach employs a finite-element 
method for mechanical analysis and a precorrected fast-Fourier trans
form accelerated boundary-element method for electrostatic analysis. 
The convergence of the new approach is compared with that of relax
ation and surface-Newton methods and is shown to exhibit superior 
convergence behavior. 

I. INTRODUCTION

In order to investigate design alternatives, designers of novel 
MEMS structures need efficient, robust and easily used computer 
simulation tools. And since most of the structures of interest 
are geometrically complicated, electromechanically coupled, and 
are inherently three-dimensional, Micro-Electro-Mechanical CAD 
(MEMCAD) tool developers have been focussed on improving the 
usability, efficiency and robustness of coupled 3-D electromechani
cal analysis. In particular, finite-element based elastostatic analysis 
and accelerated boundary-element based electrostatic analysis have 
been combined using algorithms based on relaxation and a form of 
surface-Newton method [1], [2], [3]. Although the relaxation algo
rithm is easy to program, only requiring that data be passed back 
and forth between "black-box" elastostatic (e.g. ABAQUS [4]) and 
electrostatic (e.g. FASTCAP [5]) analysis programs, the algorithm 
diverges if the structure is too flexible or the electric fields are too 
large. Matrix-free surface-Newton methods preserve the "black
box" nature of the relaxation algorithm and have better convergence 
properties, but also have perturbation parameters which must be 
tuned for good performance [3]. In this paper, we present a direct
Newton based approach which is more robust and exhibits superior 
convergence behavior compared to relaxation and surface-Newton 
methods. 

This paper is organized as follows: In the next section a brief 
overview is presented on the existing approaches to self-consistent 
electromechanical simulation. In Section III, the direct-Newton tech
nique is described and numerical results are presented in Section IV. 
Finally, conclusions are presented in Section V. 

II. PREVIOUS APPROACHES

A. Relaxation Technique

Relaxation is the simplest approach to electromechanical sim
ulation as the coupled physical domains are analyzed separately. 
The surface pressures, which depend on the electrostatic charge, 
are assumed to be known when computing the structural deforma
tion, and the structural deformations are assumed to be known when 
computing the electrostatic charge. Figure I summarizes the relax
ation algorithm for electromechanical analysis. An advantage of the 
relaxation algorithm is that since the domains are analyzed sepa
rately, the numerical schemes can be different. For example, a very 

This research was supported by ARPA under ONR contract DABT63-94-
C-0053 and FBI contract J-FBI-92-196, by SRC under contract SJ-558, and
by grants from IBM and Digital Equipment Corporation.
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Figure 1. Relaxation algorithm for self-consistent electrome
chanical analysis. RM(u,q) and RE(u,q) denote the elasto
static(mechanical) and electrostatic equations respectively, u is the 
deformation of the structure, and q is the surface charge that produces 
the electrostatic force. 

efficient relaxation scheme combines Galerkin finite-element elas
tostatic analysis with multipole/precorrected fast Fourier transform 
acceleration technique for the electrostatic analysis [1], [2). The 
availability of commercial simulators for each physical domain also 
makes relaxation algorithms appealing as they can be implemented 
very quickly using a black-box approach. The relaxation algorithm, 
however, is not robust because it converges very slowly or fails to 
converge in tightly coupled cases. 

B. Surface-Newton Technique

The surface-Newton technique was designed to preserve the
black-box nature of the relaxation algorithm but to improve its con
vergence [3]. The approach presented in [6] is similar to the surface
Newton technique. The key idea in the surface-Newton approach 
is to reduce the dimensionality of the coupled problem from 3-D 
to 2-D and to employ a Newton technique to determine the surface 
node positions. Once the node positions on the structure surface are 
known, both the surface pressure and the interior node positions can 
be determined by decoupled electrostatic and elastostatic analysis. 
Therefore, we can write a surface-Newton iteration equation as 

( k) &Rs( k+I k Rs 'Us + -0 'Us - Us ) = 0 Us 
(1) 

where Us is the vector of surface displacements, k is the iteration 
index, and 

Rs(Us k) = 'Us 

k - Surf [RM('Uos, RE('Us 

k 
+ '!Los , V)]. (2)

Here, Uos is used to denote the surface of the initial structure and the 
function Surf extracts Us from u. 

A matrix-free Generalized Conjugate Residual (GCR) iterative 
method [5] can then be used to solve (2), in which case each GCR 
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iteration involves forming a matrix-vector product. The matrix
vector product can be computed using finite-differences i.e. 

where 
8 . ( ) . (l � �) = sign u * r * min 

, llrll , Urll 
a E (0.0l,0.5) b E (0.1, 1) 

(3) 

The surface-Newton technique suffers from several drawbacks. 
First, the algorithm's robustness is very sensitive to the precise choice 
of 8. If 8 is too large, the nonlinearities in R will conupt the 
derivative estimate. If 8 is too small, the small numerical errors in 
solving the electrostatic and elastostatic problems will conupt the 
derivative estimate. Second, each surface Newton iteration requires 
a complete solution of the nonlinear elastostatic and electrostatic 
equations. Thus the approach may not be very efficient. Third, the 
Jacobian employed in the surface-Newton technique is not exactly 
identical to the Jacobian of the fully-coupled method presented in 
the next section. Hence, the convergence of the surface-Newton 
technique may not be optimal for all cases. 

III. NEW APPROACH: DIRECT-NEWTON TECHNIQUE

The key idea in the direct-Newton or coupled approach is to ac
count for all the coupling terms between electrical and mechanical 
systems and to compute the coupling efficiently and exactly. Figure 2 
summarizes the coupled algorithm for electromechanical analysis. 
A coupled approach has been attempted before [7] by employing 
a finite element method for both the electrostatic and elastostatic 
equations. This approach may not be computationally very efficient 
as a finite-element method, in comparison to a multipole-accelerated 
boundary-element method, would require the construction of an ex
terior mesh for the electrostatic analysis. A computationally efficient 
approach of a hybrid finite-element/boundary-element method is em
ployed in the direct-Newton technique. 

. ' .  . . . .  

·•· ••••• !/i+t) � u(i) + Au(i) ·•·. •·
•··. q(i+l_) =q(il+&q(i) ••• •

Figure 2. A coupled algorithm for self-consistent electromechanical 
analysis. 

As shown in Figure 2, the outer Newton iteration solves the 
nonlinear coupled system, and the linear system within each New
ton iteration is solved by employing a generalized-minimal-residual 
(GMRES) algorithm [8]. The coupled system Jacobian can be di
vided into four parts: the entirely elastostatic part, often referred 

to as the stiffness or deformation-coefficient matrix, which deter
mines the change in force due to geometric perturbations; the en
tirely electrostatic part, which determines the change in potential 
due to perturbations in surface charge; the mechanical to electrical 
part, which determines the change in force due to perturbation in 
surface charge; and the electrical to mechanical part, which deter
mines the change in potentials due to geometric perturbations. The 
deformation-coefficient matrix is computed by employing a Galerkin 
finite-element formulation. The formulation accounts for both ma
terial and geometric nonlinearities and is summarized in Figure 3(a). 
A sparse storage scheme [9] is employed to store the deformation
coefficient matrix. The mechanical to electrical coupling, 8!q"' , 

is computed by calculating the variation of the elastostatic residual 
equation with respect to the charge and integrating over the boundary 
elements on the mechanical domain. 

... Construct ciaiericin 
. form-of Elastosiaiics • · 

· · · · Discretize Domain· & Ap!)!"Oxi�te Domain l>Y
Linear Basis Furictions · · 
• Cons�t l\faterial; ...
Geometric.Stif�s · · · · Matrices· · ·

(a) 

. . . 

. · Precorrectiori
. . . . . . .  . 

(b) 
Figure 3. (a) Computation of the deformation coefficient matrix (b) 
Computation of the matrix-vector product employing precorrected
FFr technique. 

The electrostatic or potential coefficient matrix is not needed 
explicitly as the GMRES algorithm, within each Newton iteration,
requires only a matrix-vector product involving the matrix, 8�6 , and
the charge increment vector, ll.q. In earlier approaches to electrome
chanical simulations [1], [2], [3], a multipole algorithm is employed 
to efficiently compute the matrix-vector product. In [10], a precor
rected Fast Fourier Transform (FFf) algorithm for computing the 
matrix-vector product was presented, and as compared to multipole 
algorithm, has been shown to be faster and utilizes less memory. 
The precorrected-FFT algorithm is employed in our direct-Newton 
technique and the computation of the matrix-vector product with this 
approach is summarized in Figure 3(b ). 

The electrical to mechanical coupling term can be computed by 
employing a matrix-free approach. The residual equation for the 
electrostatic system is given as 

RE= Pq-p=O (4) 

where P is the potential-coefficient matrix, q is the charge vector 
and p is the vector of applied potentials. An approach to compute 
the electrical to mechanical coupling term is given as 

8RE ll.u(i):::::: P(u + cfl.u(i) )q - P(u)q
au ( 

(5) 

where c is a small parameter and plays a similar role as 8 does in 
the surface-Newton technique. However, we will show in the results 
section that the choice of c is not critical for the robustness of the 
method. In order to compute the matrix-vector product, ":Us fluC · ·, 
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accurately a small value of £ is desired and is determined through 
an optimization problem [11 ]. For well-scaled residuals, an optimal 
value of£ is 0( £¼2), where Em is the machine precision. 

According to Equation (5), the electrical to mechanical coupling 
can be computed by performing two matrix-vector products. The 
first matrix-vector product, P( u )q, is straight forward. The second 
matrix-vector product, P( u + £.6.u(i))q, can be obtained by perturb
ing the paneVconductor geometry from u to u + £.6.u < i) and applying 
the precorrected-FFf algorithm. 

IV. REsULTS

The direct-Newton technique is compared with the relaxation 
technique for two examples: a beam over a ground plane structure 
and two silicon bars with one end of one silicon bar and the other 
silicon bar held fixed. To make the comparison accurate, a new 
relaxation code is developed that also employs a precorrected-FFf 
accelerated boundary-element method for the electrostatic equations, 
and the finite-element formulation for the elastostatic equations is 
similar in both the direct-Newton/coupled and relaxation codes. 

Figure 4 compares the peak deflection obtained from the relax
ation and coupled Newton algorithms for a 500 µm x 50µm x 14.35 
µm beam positioned l µm above a ground plane. The results are 
identical verifying the accuracy of the coupled solver. The deflection 
of the beam for an applied bias of 17.23 Vis shown in Figure 5. 
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·-=

-0.2 

-0.25 

-0.3 
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t---.;..__...._ ___ -........_ ....... _ _,_· �•�Q!!P.l�c(deflection' . --- .. 
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Voltage 
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Figure 4. Comparison of peak deflections from relaxation and 
coupled algorithms for a beam over a ground plane structure. Note 
that the two curves overlap. 

Figures 6 and 7 compare the convergence of the relaxation and 

111111111111111111111111111111111
: 

Figure 5. Deflection of the beam for an applied bias of 17.23 V. 

coupled algorithms for the beam and ground plane example. The 
pull-in for the structure is 17 .24 V and note that closer to pull-in 
the relaxation algorithm converges slowly, but the coupled algorithm 
converges rapidly. The slow convergence of the relaxation algorithm, 
near pull-in, is due to the increased coupling between elastostatic and 
electrostatic systems. As the direct-Newton technique accurately 
accounts for all the coupling it exhibits rapid convergence behavior. 

reiiixiiiion :-
0.1 ---cq�pled ,._..:. __ _ 
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Figure 6. Convergence of relaxation and coupled algorithms for a 
beam and ground plane structure at 17 .20 V. 
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Figure 7. Convergence of relaxation and coupled algorithms for a 
beam and ground plane structure at 17 .23 V. 

The direct-Newton technique employs a matrix-free approach to 
compute the electrical to mechanical computing. The matrix-free 
parameter,£, is a concern as the method may not work for all values 
of£. Figure 8 compares the convergence of the coupled algorithm 
for three different values of L A value of£ = 1.0 requires only 
one more iteration for convergence as compared to using an optimal 
£. No noticeable convergence rate differences are observed between 
employing an optimal £ and an £ larger than optimal by a factor of 
100. Hence, the choice of £ is not critical for the robustness of the
method, unlike the surface-Newton technique.

Figure 9 compares the convergence of the relaxation and coupled 
algorithms for two silicon bars with a potential difference of 850 V. 
The relaxation algorithm fails to converge for this example because 
of the strong coupling between mechanical and electrical domains at 
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Figure 8. Comparison of convergence for different values of 1:. 
Eopt= sqrt(t::m ), lOO*Eopt= 100-sqrt(t:m ), andE= 1 corresponds 
to 1: = 1.0. 

850 V. The coupled algorithm not only converges but converges very 
rapidly. 
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Figure 9. Convergence of relaxation and coupled algorithms for two 
silicon bars with a potential difference of 850 V. 

V. CONCLUSION AND ACKNOWLEDGEMENTS

The direct-Newton approach is shown to exhibit superior con
vergence behavior as compared to relaxation method and does not 
have the parameter sensitivity of the surface-Newton method. In 
addition, unlike the surface-Newton �pproach, the direct-Newton 
method does not require solving nonlinear elastostatic and a linear 
electrostatic problem in each Newton iteration. The approach pre
sented in this paper to compute the electrical to mechanical coupling 
term may not be very efficient. We are presently exploring other 
approaches and they will be reported in a future publication. The 
efficiency of the direct-Newton technique can be further improved 
by employing acceleration techniques, such as preconditioners, and 
this is also being studied. 
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ABSTRACT 

We introduce a new concept for combined probing of 
topography and local AC fields based on a micromachined 
silicon coaxial tip, and we report preliminary results of scale
model measurements and tip fabrication. 

INTRODUCTION 

The scanning force microscope (SFM) has been used 
extensively for measuring topography of samples ranging from 
soft biological materials to integrated circuits; it has recently 
been used in measuring AC fields via a frequency-mixing 
technique that relies on the nonlinear response of the cantilever 
to voltage differences between the sample and the scanning 
tip[!, 2]. While this approach is useful for measuring local 
voltages on integrated circuits, it requires injecting a signal 
onto the SFM cantilever which is synchronized with the IC 
signal to be measured, limiting its range of application. 

Here, by contrast, we are extending near-field scanning 
optical microscopy (NSOM) down in frequency from the 
visible-where cylindrical waveguide, a tapered and metal
coated optical fiber, is used-by employing a coaxia l  
micromachined waveguide/tip[3] while maintaining the 
topographic and tip-sample distance control capabilities of the 
SFM[4]. Because this instrument can be used to measure both 
AC fields and topography simultaneously with nanometer-level 
localization, we call it a NANOSCILLOSCOPE. 

Frontal and side
view cross-sections 
of scanning-force/ 
evanescent-wave 
microscope tip and 
cantilever (from U.S. 
patent application) 

Key: 
c:zz:; Cantilever material 
- Tip metal
E!!!!ll Center-conductor, outer-

conductor, and shield metal 
c=i Air or dielectric material 

Figure I. Schematic layout of combined SFM/coaxial tip with 
a coplanar waveguide running along the cantilever. 

Coaxial waveguide exhibits no cutoff frequency, unlike 
the cylindrical tapered waveguide used in NSOM, so if coax is 
tapered to a tip, a near-field antenna results. Essentially a 
shielded SFM tip with a planar transmission line integrated 

P. Neuzil

Microfabrication Applications Lab 
University of Illinois at Chicago 

1120 SEO, 851 S. Morgan St. 
Chicago, IL 60607-7053 
pavel@casimir.eecs.uic.edu 

along the cantilever, this new structure allows simultaneous 
measurement of topography and local AC electric fields. With 
appropriate instrumentation at the root of the cantilever, the 
frequencies of these fields could be in the several-hundred GHz 
regime[5, 6]. 

SCALE-MODEL MEASUREMENTS 

We have performed scale-model experiments using 
available coaxial transmission line tapered to a - 20 µm tip 
radius, and have measured field amplitude and phase contrast in 
transmission between two tips with wavelength-relative 
resolution > 10·6, indicating the essentially electrostatic nature
of the fields at the tapered tip[3], also shown in the calculation 
of Fig. 2. These measurements were made over a frequency range 
of 1-1000 MHz, limited only by the equipment available. 

Figure 2. Quasistatic calculation of electric field lines 
between scale-model coaxial tips in transmission mode. A 
metallic grid sample is being scanned between the two tips, as 
shown in the close-up. 

Using just a tapered coaxial tip in reflection has already 

given measurable contrast in the phase of the electric field at 
microwave frequencies[?], so this mode of the principle is well
established. A final operating mode to be established is that of 
detection, whereby fields from the sample itself are measured 

locally. While again a larger-scale example of this principle is 
regularly employed in many microwave laboratories to measure 
local electric (magnetic) field strengths by using an open-ended 
(loop-terminated) coaxial cable, we can also make a rough 
estimate of the signal voltage expected in this configuration at 
the scale of the present tip: As depicted in Fig. 3, voltage of 1 V 
across two conductors spaced by 1 µm results in a - I 04 V / cm 
electric field. Immersing into this field a coaxial tip with 
- 50 nm tip-shield spacing will result in a - 50 mV signal-
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fully measurable. This simple argument has neglected losses, 
but also accounts only for the in-plane components of the field; 
we expect a contribution from the normal components, as well. 

Figure 3. Coaxial tip geometry probing the electric field 
between two conductors. 

MICROMACHINED STRUCTURE 

To bring the scale-model experiments into the microscopic 
regime, we have fabricated a silicon/polysilicon coaxial tip 
using a method similar to that in [8] . This tip (shown in Figs. 4 
and 5), when integrated with a modified coplanar waveguide 
running along the cantilever, will result in a complete 
N ANOSCILLOSCOPE. While this realization does not use the 
hybrid metallic/dielectric structure described in Fig. 1, it can 
achieve a sharper tip radius and can be integrated more readily 
with existing VLSI processes. 

·m 

2.CO 

Figure 4. SFM image of silicon/polysilicon coaxial tip; 
actual tip height is - 5 µm. 

Figure 5. Close-up of coaxial structure; tip radius is - JO nm; 
horizontal scale is in 1000 A increments. 

CONCLUSIONS 

By integrating a micromachined coaxial tip with a planar 
transmission line/cantilever structure, we achieve an instrument 
capable of simultaneous localized AC field measurements and 
sample topography. We expect that the NANOSCILLOSCOPE will 
be useful in IC failure analysis, local probing of surface 
chemistry, and electrical characterization of neural function on 
the nanometer scale. 
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ABSTRACT 

This report deals with the recent advances aimed at 
processing tools for microactuators with force outputs which 
can approach one Newton and precision manufacturing 
techniques for larger parts via deep x-ray lithography at the 
University of Wisconsin - Madison. The work is based on the a 
priori decision to use photoresist in a cost effective manner. 
The cost and performance issues move the tool into the thick 
photoresist, to 2000 µm, arena in which additive processing 
such as electroplating is much preferred over subtractive 
techniques. Application potential for the tool is very much 
enhanced if multiple sequential masks can be accommodated. 
This involves re-planarization and mask alignment issues 
which are unique to thick photoresist tools. 

INTRODUCTION 

Recent progress towards finding a processing tool for 3-
dimensional structures for use in microactuators and other 
precision engineering applications has concentrated on high 
aspect ratio fabrication techniques. These techniques increase 
the 3-dimensionality of structures by allowing them to be very 
tall but consequently result in prismatic shapes. LIGA and 
LIGA-like processes are one such group of high aspect ratio 
processes which allow tall prismatic structures to be fabricated 
in a variety of materials.[1,2) The basic LIGA process starts 
with the exposure of a layer of polymethyl methacrylate, 
PMMA, attached to a conductive substrate. The exposure is 
performed by a large flux of highly collimated photons 
(synchrotron radiation) to allow· for deep penetration and 
sidewall run-outs of 0.1 microns over 100 microns of structure 
height. The exposed PMMA is then developed down to the 
conductive substrate and the cavities are electroplated. The 
remaining PMMA may be removed and the metal structures may 
be used as is or mass produced by injection molding. 

Several issues must be addressed to extend this process to 
microactuators with one Newton output forces and precision 
machined parts larger than 500 micron in thickness. These 
issues include: (i) a photoresist technology and an exposure 
tool which can exceed 500 microns in height, (ii) re-

planarization of the upper electroplated surface for both height 
control and the addition of a second layer, and (iii) a multi-layer 
process which allows alignment tolerances within the 
resolution of the process. The basic LIGA process is limited to 
500 microns of height due to photoresist strain from volume 
contraction during polymerization and thermal annealing of the 
PMMA when constrained to a substrate. Strain can cause 
photoresist adhesion loss and pattern distortion. 
Electrodeposition rates are diffusion and field dependent. The 
photoresist patterns will concentrate the field resulting in non
uniform plating rates. Small structures can lead to electrolyte 
diffusion limitations. Both of these effects result in the 
inability to control the upper surface of the electroplated 
structures making multiple levels without re-planarization 
impossible. A multiple, thick level process requires alignment 
methods which can align with mask to substrate gaps in the 
millimeter range, but hold micron tolerances. These tools 
extend the basic LIGA process to large precision engineered 
parts and new classes of microactuators which are detailed in the 
following sections, respectively. 

PROCESS TOOLS 

llllCK PHOTORESIST 

Thick photoresist layers can fail because of built-in strain. 
The strain typically originates from process induced volume 
changes and adhesion requirements. This adverse effect can be 
eliminated by using strain-free photoresist sheets and solvent 
bonding them to the substrate.[2] A final adjustment of the 
photoresist height via diamond fly cutting produces excellent 
results. Using this technique, photoresist thicknesses from 50 
microns to several centimeters can be attached to a substrate. 
Because this process requires no thermal cycles, a variety of 
substrates can be used including ceramics, metals, plastics, and 
circuit covered wafers. 

Exposure of these thick films to submicron tolerances 
require a photon source with high collimation, large flux, and 
deep penetration. Synchrotron radiation proves to meet these 
requirements. Exposure depth depends on the absorption length 
at the photon energy used. Figure I shows the PMMA 
absorption length for the appropriately filtered photon 
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Figure 1: Absorption curve of PMMA showing the filtered 
spectrum peaks of SRC - Madison and NSLS - Brookhaven. 

spectrum of the 1.0 GeV Synchrotron Radiation Center, 
University of Wisconsin - Madison and the 2.6 GeV National 
Synchrotron Light Source, Brookhaven National Laboratory. 

As a consequenc, two options exist with the use of high 
energy exposures. Very thick photoresist samples may be 
exposed[3], or a multiple number of thin photoresist exposures 
may be performed at the same time through stacking. The 
achievable throughput with high energy photons is large 
enough to make direct manufacturing via deep x-ray lithography 
and electroplating without injection molding cost effective[4]. 

RE-PLANARIZA TION 
Recesses in the photoresist can be filled with metals via 

electroplating. Plating uniformity can be improved by cell 
design and operating procedures.[5] However, a perfect deposit 
is impossible for masks with large, field controlled, and small, 
diffusion controlled, feature sizes. The difficulty can be 
removed by overplating followed by lapping and polishing. 

A lapping and polishing technique has been developed to 
control the uniformity and final height of the electroplated 
structures. Lapping involves removal of material in a 
controlled condition using fine sized diamond slurry, which is 
embedded into a lapping plate. This is followed by polishing of 
the lapped structures. Thus, re-planarization via lapping and 
polishing produces a photoresist height which is identical to 
the metal height with mirror like surfaces. The height 
uniformity of these re-planarized parts can be controlled to ±2 
µm over an area of 50 mm x 50 mm. The surfaces of the micro 

Figure 2: Example of precision engineering: 1.8 cm 
electrode disk with vertical wall mesh. All tolerances are 
submicron. 

Figure 3: Multiple mask processing, level one and level two 
are each 150 microns high. 

parts have been measured to a flatness of 26 A rms. Figure 2 
shows a large precision machined part which was produced by 
this procedure. 

In addition, this re-planarization technique allows the 
extension of the basic LIGA process to multiple electroplated 
layers. Figure 3 shows an example of two layer nickel structures 
fabricated using this technique. Each layer is 150 microns high. 

ALIGNMENT 

Multiple mask processes require mask to wafer alignment. 
For thick photoresists, the alignment proceduremarks have to 
be viewed through several hundred microns of thick photoresist. 
"Alignment by assembly" is a concept which was developed in 
this research. It currently produces alignment errors of 4 
microns and is independent of the photoresist thickness and 
does not require any expensive optical instrumentation (see 
figure 3). 

DEVICES 

Thick photoresist in conjuction with new alignment 
techniques with controlled z-dimensionality, have allowed new 
classes of actuators to be considered. These actuators take 
advantage of the increased 3-dimensionality and higher 
precision of the process tools. 

VERTICAL LINEAR ACTUATOR 
Figure 4 shows a first generation electrostatic vertical 

linear actuator with expected force outputs in the milliNewton 
range and a vertical displacement of hundreds of microns.[6] 
The actuator consists of three parts. The upper plate is held up 
by four springs and contains holes which fit around posts in the 
lower plate, not visible, attached to the substrate. The lower 
plate has an electrical connection which is shown to extend out 
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Figure 4: Assembled vertical electrostatic table-top actuator. 
This device cannot be constructed without polishing. 

of the lower left comer of the device along the substrate. This 
lower plate is electrically isolated from the upper plate which is 
attached mechanically and electronically to the four peripheral 
springs and the lower outer connection ring. A voltage may be 
applied between the upper and lower plate resulting in 
electrostatic attraction. 

A spring constant of 3.5 Newton/meter was extracted from 
a force versus vertical displacement measurement. The 
prototype device shown in figure 4 has a 10 micron post to hole 
air gap requiring an estimated 100 volts for every 20 microns of 
vertical displacement. The situation further improves with 
smaller posts, holes, and air gaps. Fabrication of this device at 
NSLS can also increase the vertical displacement of the device. 

MAGNETIC ACIUA10RS 
Lapping and polishing has established thickness control 

of free and fixed metal structures. This has allowed tighter 
tolerances for assembly. Assembly allows small tolerances 
through the subtraction of precisely held structures. Assembly 
also simplifies and increases the 3-dimensionality of the 
fabrication process. Some examples of recent advances in 
micro assembly are the assembled micro coil and increasing 
structural height through stacking. 

Figure 5 shows a linear actuator using a single assembled 
micro coil for each direction of motion.[7] The micro coil has 
significantly reduced the power required to operate the device, 
the fabrication time, and actuator size. Powers are in the 
milliwatt range due to the higher coil packing density. The 
fabrication time has decreased from several weeks to a few days 
because an integrated coil technology requires multiple levels 
and alignment. Since the coil is in the vertical direction, the 
overall device requires less substrate area. 

Figure 5: Magnetic linear actuator using assembled micro 
coils which are inserted into the magnetic path. 

The linear actuator of figure 5 has a l /d2, non-linear, force 
due to the plunger's complete closure with the magnetic path. 
This simple actuator can move 100 microns, and generates 
forces approaching 35 milliNewton at closure. The actuator 
consists of a shuttle constrained between two electromagnets. 
The components are all fabricated out of 78 permalloy and are 
polished to 100 microns in height. The device uses a 500 tum 
electromagnet coil that can handle up to 100 mA of current. The 
I T saturation flux density of the electroplated 78 permalloy, 
reached at about 21 mA, allows the maximum predicted force to 
approach 35 milliNewton. Coil inductance measured against 
shuttle position was used to determine the force behavior of the 
actuator. Larger force are possible at larger structural heights. 

Other linear actuator versions with more linear force 
outputs have resonant travel of up to 300 microns at 400 cps 
with a quality factor in air between 300 to 400. Operation at 
resonance with 200 micron peak to peak motion is achieved 
with a power dissipation of 2oox10·6 Watts.[7]

Figure 6 shows a microdynamometer using the assembled 
micro coil.[8] This device is a complete microsystems 
containing both a drive and sense mechanism. At the top is a 
three phase variable reluctance micro motor which contains a l 
mm diameter 150 micron thick rotor, which drives into a center 
idling gear of 250 micron diameter. At the bottom is a magnetic 
breaking gear which can be used to apply a load via a current in 
an additional micro coil to measure the torque of the rotor. The 
motor requires only 1 milliwatt of power to keep the three gears 
spinning. Measured tangential forces at the rotor tip are in the 
1 milliNewton range with torque outputs of lxl0·6 Newton
meter for 20 mA of applied current. 

62



Figure 6: Microdynamometer with a 3-phase variable 
reluctance motor, idling gear, and magnetic break. 

Figure 7 shows a micro rotationary device using the 
assembled micro coil technology and stacking the magnetic 
path of the device. Micro assembly has allowed to increase 
structure height without increasing electroplating times. 
Structure height can be increased with the use of very high 
energy photons but electrodeposition durations can become 
increasingly long. An alternative is the peg assembly of 
stacked electroplated structures. Since this stacking uses 
assembly, submicron tolerances have been achieved. Each 
permalloy layer of figure 7 is 250 µm thick and have pegs of a 
different thickness dropped into the holes visable at the 
magnetic path edges. The resulting structure is 500 microns 
high but can be extended with more layers to significantly 
larger heights. The center post and coils (not shown in this 
example) have also been stacked to acheive thicker structures. 

CONCLUSIONS 

Recent extensions to the LIGA and LIGA-like processes 
have resulted in more efficient large output force actuators and 
precision machined parts. These new tools have not only 
simplified the design, fabrication, and testing process, but has 
also allowed new classes of microactuators and manufacturing 
techniques. Current work is focusing on the use of these tools 
to create microactuators, microsensors, and other 
microsystems. 
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ABSTRACT 

Miniaturized spectrometers were demonstrated by mounting 
micromachined diffraction gratings onto CCD imaging devices. 

Two implementations were tested: one for a high dispersion and 

sensitivity application, and the other for a low-cost consumer 
application. The first system showed a dispersion of 1. 7 
nm/pixel and a resolution of 74.4 nm/nm for the bandwidth of 

interest. The free spectral range of the device was designed to be 
400-800 nm for this particular application. The diffraction
efficiency of the system is 63%. The second, low-cost system
demonstrated a dispersion and resolution of 2.55 nm/pixel and
69.8 nm/nm respectively. Results are shown for their

applications in biochemical analysis. In addition, further
optimization was sought by adding micromachined lenses and
creating specialized gratings to compress and shape the spectral

signal.

BACKGROUND 

Spectrometers detect the chemical composition of a 

substance by measuring its absorption or fluorescence spectra. 

Light from the sample passes through a diffraction grating and 
disperses into a continuum of wavelengths. The longer the 

wavelength, the greater its angle of diffraction. By examining 

the intensities of the various frequencies, the substances can be 

identified by matching to the known spectral signatures of the 

chemical components. 

Conventional benchtop spectrometers involve a complex 

system of lenses and moving parts, and are thus bulky and 

costly. By applying micromachining techniques it is possible 

to produce a spectrometer drastically reduced in size and 

intricacy. In addition, these systems are less expensive and 

compact, allowing them to be easily arrayed for improved 

spectral range and/or resolution. 
Previously integrated spectrometers involve those formed 

with planar waveguides [1) or Fabry-Perot etalons [2]. Those 

that involve a diffraction grating have implemented bulk 
micromachined channels [3), amorphous silicon detectors on a 

transparent substrate [ 4), or free-standing gratings on a 

substrate [5). However, many of these implementations are 

relatively involved and difficult to implement in volume. 

3Lucas N ovasensor 
1055 Misson Court 
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Two implementations of a more manufacturable miniature 

spectrometer were demonstrated. Both devices are formed by 

mounting a transmission grating directly over a charge-coupled 
detector (CCD) imager, as shown in Fig. 1. The fine grating 

pitch creates high dispersion angles, thus providing sufficient 
spectral image dispersion without a large projection distance. 

The first implementation was for applications in the 

detection of fluorescent dyes used in DNA separation [6). Thus, 

both high sensitivity and dispersion were important, and so  
necessitated the use of a Peltier cooled CCD detector of 512x 64 

pixels. The second implementation was designed for use in low
cost applications such as colorimetry. A grating with wider 
pitch was mounted above a low-cost, easily available consumer 
CCD. In both applications, an external lens was used for light

collimation and higher resolution and efficiency.

Incident Light 

' .' ' 

Diffraction Grating 
, � .  t ' '< ,' 

Figure I: Cross-section of the spectrometer device. Light 
passes through the diffraction grating and disperses according 

to the wavelengths of their components, where A3 > A2 > ;u. 

The spectral signals are recorded by the photodetector array for 
the determination of chemical substances. 
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Incident Light 

� 

••••••• 

Amplitude Grating 

Linear Blazed Phase Grating 

Binary Phase Grating 

Figure 2: A schematic of basic grating types. Instead of 
blocking out sections of the light with opaque sections, phase 
gratings act to modulate its phase with variations in the grating 

shape. A binary step phase grating is a good approximation to 
the linear blaze, and is  easily implemented with 
micromachining techniques. 

THEORY 

First order descriptions of diffraction gratings have long 
been available [7]. An amplitude grating consists of a simple 
array of slits, but has low efficiency in that a small percentage 
of light diffracts into the first peak, or spectral order. This can 
be remedied by using phase gratings or even blazed gratings, 
which have a theoretical efficiency of 100%. A blazed grating 
can easily be approximated in micromachining technologies by 
etching a series of steps, as shown in Fig. 2. 

Dispersion, or the amount of lateral distance change with 
respect to wavelength, for an amplitude grating with pitch a is 

(1) 

where m is the spectral order, 9
0 

is the angle of dispersion, and 
h is the optical distance between the grating and the detector. 
Resolution, or the sharpness of the resolved peaks, is simply 

A N·a•sin0 
R=-= 0 (2) 

/JJ.. ,_ 

where N is the number of lines illuminated. Also of importance 
is the free spectral range, or the range of wavelengths which the 
spectrometer can measure. Finally, the diffraction efficiency 
may be defined as the amount of light incident on the grating 
which is converted into useful signal. Efficiency of a phase 
modulated grating shaped into a number I of binary steps is 

2 

(3) 

where l
0 

is the wavelength designed for and l is the actual 
wavelength used [7]. 

It has been shown [8] that ideal Fourier response of the 
overall system can be achieved if the light source is imaged 
onto the detector array. This was accomplished by placing the 
detector in the focal plane of a small lens. As a result, the 
resolution and the free spectral range were improved. 

FABRICATION 

The gratings were fabricated using chrome on quartz wafers. 
Because of the high resolution 0.4-0.5 µm step dimensions, the 
PMMA resist was exposed using direct write on a Hitachi HL700 
electron beam system. After wet etching the chrome, the 
underlying quartz was RlE etched in oxygen. These processes 
were repeated for multiple steps in blazed gratings. 

For the first implementation, a grating with 0.4 µm slit 
width and 0.8 µm pitch was mounted on the CCD top window, 
approximately 5.7 mm above the detector. The CCD consists of 
512x64 pixels, each 27x27 µm in size. In the low-cost 
implementation, a grating of 0.5 µm slits and 1.0 µm pitch was 
mounted over a consumer grade CCD camera, QuickCam™ (from 
Connectix Corp., San Mateo, CA). The detector consisted of 
320x240 pixels, each 1 lxl0.4 µm. 

EXPERIMENTAL RESULTS 

The setup for the detection of DNA labeling dyes is shown in 
Fig. 3 .  The sample is  excited using a laser source and the 
resulting fluorescence is focused onto the spectrometer. The 
spectra are shown in Fig. 4 showing the response of the system 
to the He-Ne laser and to a cyanine dye designed to emit at 657 
nm. Using these two wavelengths for calibration, the measured 
dispersion and resolution are 1.7 nm/pixel and 74.4 nm/nm 
respectively. The free spectral range is 400-800 nm. At short 
wavelengths, the response is limited by the CCD quantum 
efficiency; at longer wavelengths, it is limited by total internal 
reflection at the lower interface of the CCD window. The range 
could easily be extended to longer wavelengths by altering the 
dimensions of the device. The diffraction efficiency of a phase 
grating for the system was measured to be 63%. 

In addition, further sensitivity was obtained by adding a 
micromachined cylindrical lens on top of the grating. The lens 
was a binary 3-phase Fresnel zone plate which focused light in 
the direction perpendicular to that of the dispersion. As shown 
in Fig. 5, this increased the signal/noise ratio of the signal 
while requiring a narrower and less expensive photodetector 

DNA Sample 

Partially Transmissive Mirror 

'',, " 

r}.-�1 
Spectrometer 

- - - Laser Source

Figure 3: Detection setup involving sample, light source and 

spectrometer. A laser excites the sample and fluoresces its 

dyes. The resulting light is reflected by the mirror into a lens 
which focuses the light onto the spectrometer. 
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Figure 4: The response of the spectrometer showing the 
presence and intensity of the cyanine dye. A He-Ne laser spectra 
is provided for comparison. 

array. This is especially critical to increase the response and 

perhaps allow the use of a less expensive, non-cooled device. 

The low-cost implementation was tested with the 
biochemical fluorescent dye known as fluorescein. The 
responses in two different solvents are shown as in Fig. 6. The 

dispersion was measured as 2.55 nm/pixel and the resolution as 
69.8 nm/nm for the bandwidth of interest. The free spectral 

range is 500-800 nm, demonstrating less sensitivity at low 
frequencies and a cutoff due to CCD dimensions for the high 
frequencies. The results for both spectrometers are summarized 
in Table 1. 

In the assembly of these devices, little attention was given 
to grating alignment, interface imperfections, and glass 
irregularities. These normally result in a loss of resolution. This 

problem will be remedied in the future by aligning the glass to  
the detector at the wafer level and using anodic bonding. Loss of  

efficiency was also observed (Table 1) and is attributed to  

decreased transmission through the glass at high diffraction 

angles and to lack of depth control in the etch of the gratings. 

These undesirable effects will be alleviated by improving 

process monitoring and characterization. 
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Figure 5: The improved signal from the more sensitive 

spectrometer with a micromachined cylindrical Fresnel lens. 

The lens was shaped using a three phase step blaze in order to 
focus the dispersing light into a single line. 
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Figure 6: Response of the low cost spectrometer to the dye 

fluorescein. The spectrometer clearly distinguishes the peaks of 
the dye in water versus ethanol. A He-Ne laser spectrum i s  
provided for comparison. 

SPECTRAL DETECTION USING 

CUSTOMIZED GRATINGS 

The overall spectrometer system was further optimized by 

using custom gratings to shape the spectral signal. Earlier 

research in such masks has mainly focused on improving the 
imaging in optical lithography [9]. Here, the process was 
extended to provide expanded resolution in the spectrometry of 

biochemicals in a specific bandwidth of 550 nm-660 nm. Since 
only the first order spectral peaks on each side provide 
information, these gratings were designed to compress central 

"dead space" between the first order peaks. This was done by 
simulating the diffraction process operating in reverse and 
dithering the mask pixels to provide the desired response. 

Shown in Fig. 7 is a SEM micrograph of the resultant mask of 
512 x 512 pixels of 0.4 µm width. 

Results obtained using the nonlinear grating are shown in 

Fig. 8 .  With a source at  635 nm, the diffraction peaks for the 
conventional grating are 10.64 mm apart while those of the 

nonlinear grating are only 3.54 mm apart. This is nearly a third 

of that of the conventional grating, providing substantial 
savings in area. However, this reduction is at the cost of a loss 

of both the efficiency and local dispersion. 

CONCLUSIONS AND FUTURE WORK 

An easily manufacturable spectrometer has been 

demonstrated for use in biochemical analysis. The obtained 

dispersions and resolutions were sufficient to detect the 

Results for the High-Dispersion Spectrometer

� &nw 
Dispersion 1.5 1.7 nm/pixel 

Resolution 113 74.4 nm/nm 

Efficiency 80.2 63 % 

Results for the Low-Cost Spectrometer 
Dispersion 2.59 2.55 nm/pixel 

Resolution 100 69.8 nm/nm 

Table 1: Summary of Results for both implementations of 

the spectrometer. 
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difference of several biochemical dyes. In addition, we have 
optimized the response by using either additional 
micromachined cylindrical lenses or custom, nonlinear gratings 
to shape the resulting spectral signal. 

Future work will concentrate on an entirely integrated 
system, which will allow for scaling and manufacturability. The 
device will consist of a micromachined grating anodically 
bonded onto a CMOS imager. The alignment would be at the 

wafer level, providing improved alignment and tilt which in  
tum, will enhance resolution and dispersion. 
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ABSTRACT 

We have designed and fabricated a bulk micromachined 
single axis accelerometer. The accelerometer is designed to have a 
full scale range of one milli-g and a sensitivity of 10·8g. This is 
accomplished by using an ultrahigh sensitive tunneling tip as a 
displacement sensor. The device consists of four silicon dice which 
are assembled together using eutectic bonding technique. Each die 
is processed separately before bonding. The fabrication procedures 
for the three different dice are described Electrical contacts are 
made between layers during the bonding operation. The force 
feedback control approach is used for the accelerometer system. 
The clamping function for the parking mode is fully tested. The 
preliminary testing on the tip control function is performed. Initial 
results of acceleration measurement including the time domain 
response and power spectra are presented 

INTRODUCTION 

After the first report of a silicon accelerometer by Roylance 
and Angell [1] in 1979, many kinds of micromachined silicon 
accelerometers with different operating principles and structures 
have been developed. Among these sensors, piezoresistive [2] and 
capacitive [3, 4] accelerometers are the most common and well 
developed. These accelerometers have demonstrated good 
performance with sensitivities down to a micro-g. However, for 
applications below a micro-g, as in microgravity research in the 
space shuttle; measurement of orbital drag; and active aiming and 
isolation systems, the traditional position sensing methods have 
their limitations and a new position transducer must be used. 

In this paper, we describe the development of a 
micromachined accelerometer which is designed to be capable of 
measuring 10·8 g. Our approach to ultrahigh resolution devices is
to incorporate weak springs and a relatively large mass with an 
ultra-sensitive tunneling tip position detector. Electron tunneling 
through a vacuum barrier between a tip electrode and a plane 
electrode has been successfully used in Scanning Tunneling 
Microscopy (STM)[5] to achieve real space images on an atomic 
scale. With the development of micromachining technology, 
tunneling tips have also found applications in sensors with 
reported resolution as low as hundredths of an Angstrom [6-8]. 
This is due to the fact that the electron tunneling current is 
exponentially proportional to the electrode separation. Theoretical 
analysis has shown that for a typical tunneling spacing of 10 A and 
a barrier height of 4 e V, the tunneling current increases by one 
order of magnitude for each 1 A decrease in electron separation. 

We also use a force feedback control in which the position of 
the proof mass is held constant. This is accomplished by feeding 
back position information to the control electrodes. Using force 
feedback can improve the linearity, increase the dynamic range, 
and stabilize the system. Key elements of our design include the 

optimized placement of the tip, the minimization of off-axis 
sensitivity and tip protection for over loading. 

DESIGN FEATURES 

An accelerometer usually consists of a proof mass to convert 
an acceleration to a force, a spring to balance the acceleration force 
and a position detector to sense the position changed due to 
acceleration. When the system is experiencing an acceleration, the 
proof mass will move from its original position to a new position 
which is determined by the balance between inertial force on the 
proof mass and the spring force. With a simple mechanical spring, 
the acceleration will be directly proportional to the distance 
traversed by the proof mass from its equilibrium position. In order 
to build an micro-gravity accelerometer, a large proof mass, weak 
springs and an ultra-sensitive position detector are needed. In this 
design, the use of an electron tunneling tip is fundamental to its 
superior performance. The basic design features and specifications 
for the accelerometer are listed in Table 1 and Table 2, 
respectively. 

Table 1 
Design Features 

Electron Tunneling Tip Position Detection 
Electrostatic Force Feedback 
Pitch and Roll Control 
High Off-axis Insensitivity 

Parameter 

Table 2 
Specifications 

Specification 

Full-Scale Sensitivity 
Resolution 
Off-Axis Sensitivity 
Bandwidth 
Built in Tunneling Tip Protection 

10mg 
1x10·8g
lxl0"9FS 

20Hz 
>32g

The required proof mass is achieved by producing a 
relatively large (-2 cm2) bulk micromachined device in two 
separate wafers that are eutectically bonded together. The proof 
mass is held to the surrounding frame by a set of springs referred 
to as 'crab legs' [9]. These weak springs are fabricated by etching 
back the silicon to form 25 µm thick diaphragms which are further 
patterned to form 2 cm long folded spring elements. The resulting 
spring constant is only 1.7 N/m. Since the tunneling tip must be 
held in near proximity (10 A) to the proof mass during operation, 
electrostatic force feedback has been employed. This is coupled to 
the proof mass on one side through a matrix of four plates that 
surround the tunneling tip and a single force plate on the other. 
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An important design issue is the minimization of off-axis 
sensitivity. With the unique design of the crab leg springs, 
calculation shows that the lateral spring constant is nearly five 
orders of magnitude higher than the normal spring constant. 
Further minimization of the off-axis sensitivity can be 
accomplished by ensuring that the proof mass and spring design is 
symmetric, and the spacing between the neutral position of the 
proof mass and the top of the tip is zero. As a consequence, 
thermal sensitivity is also reduced. To further reduce thermal 
sensitivity, all dice used in the device are fabricated in silicon. This 
choice minimizes stresses that can arise from thermal mismatch. 
Another issue considered in our design is that of tip protection. 
The single force plate doubles as a parking electrode designed to 
attract and hold the proof mass in place using a low voltage(<15 
V). 

FABRICATION 

The accelerometer [10) is fabricated using bulk 
micromachining technology. The cross sectional view of the 
finished device is shown in Fig. I. It is constructed from four dice, 
with the proof mass assembled from two identical dice. Three 
different processes for the proof mass, force plate and tip plate are 
described below. 

Sl3NJCr/Sl02/Cr/Au 

Sl3NJCt/SlO, 

Figure 1. Cross-section of an assembled accelerometer. 

The proof mass wafers (Fig. 2) are back etched in 25% KOH

to define the proof mass and separation channel. At the same time, 
vias are etched to permit wire bonding through the assembled 
structure. The back side etch continues until the remaining 
diaphragm is 25 microns thick. This is a timed etch and no dopant 
stop is used in order to avoid strain related problems. The wafer is 
stripped back to silicon and recoated with silicon nitride. TiW/Au 
is deposited on the front side and patterned appropriately. This 
metallization provides the electrical contacts to the surface of the 
proof mass. Additional electrical leads are used to align and route 
electrical connections through the structure. The wafers are 
repatterned to the spring mask and etched anisotropically in a 
plasma etcher. This deep plasma etch releases both the springs and 
the dice. Two proof mass dice are then cleaned and bonded 
together eutectically. 

The force plate wafer is deep etched in a manner similar to 
the proof masses to define the separation channel. Each wafer 
contains a grounded bond ring that surrounds the central well and 
is electrically isolated from the other electrical features. The force 

plate wafer contains a single 5 µm deep well in the center of the 
die. A two metal system is employed. The first metal is Chromium 
which is deposited by sputtering and patterned lithographically. It 
is then covered with an LTO layer which is patterned to open vias 
to the first metal. The second metal is TiW/Au which is patterned 

to form the bond regions and the wire bond pads. When 
completed, the force plate die is bonded to one of the assembled 
proof mass die in such a way that the side of the proof mass die 
with the springs is the side that is bonded. 

BondMeta 
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Figure 2. Various views of the tip die. 

The tip dice (Fig. 2) undergo a similar initial process. The 
backside is deep etched in KOH for die separation purposes. The 

Figure 3. An SEM micrograph of a flat tunneling tip. 

Figure 4. Top view of completed accelerometer with tip die cut 

away to reveal the internal structure using a SEM. 

tip is created by a sequence of dry and four anisotropic wet etch 
steps which result in a flat topped tip. The tip is surrounded by 
four electrodes and sits in a well. Grooves are also provided for a 
eutectic bond ring. Again, a two metal process similar to that of the 
force plate is used. Electrical leads to the force plates and tip 
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connect to contact pads at the periphery of the die. A final plasma 
etch process is used to separate individual die. The completed tip 
die is eutectically bonded to the proof mass. Since the tip die is 
placed above the proof mass during assembly, the proof mass is 
held away from the tip by gravity. This prevents damage to the tip 
during bonding. The SEM pictures for the tunneling tip and part of 
the completed accelerometer are shown in Fig. 3, and Fig. 4, 
respectively. 

EXPERIMENTAL RESULTS 

The accelerometer has four modes of operation: parking, 
transition to operation mode under capacitance control, operational 
mode (tunneling control), and overload protection. The device has 
been fully tested in the parking mode. Tunneling tip control has 
also been tested. 

Parking of the proof mass protects the fragile structures 
(tunneling tip and the flexures) from damage during shipment, 
handling, and spacecraft launch. The ability of the parking 
mechanism to withstand the high load was tested by applying a 
large force directly to a parked proof mass (the quadrant plate was 
removed). Fig. 5 shows the value of the force required to dislodge 
the proof mass as a function of the applied voltage. The force is 
expressed in units of acceleration of the proof mass (F = ma). The 

theoretical curves correspond to zero and lµm average separation 
between the proof mass and the force plate. No stiction of the 
proof mass was observed after parking for as long as four days. 

The feasibility of the tunneling tip control was tested by using 
a simple control circuit in a lg field. The block diagram for the 
control system is shown in Fig.6. The closed-loop control system 
is linearized at the operating point where the tunneling spacing is 
1 oA. It should be noted that the bias voltage, V, used to
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Figure 5. Experimental and theoretical data showing the 
maximum achievable acceleration against which the force plate 
can hold as a function of the voltage difference between the force 
plate and proof mass. 

offset the background 1 g gravitational field, influences the 
magnitude of the effective spring constant for the mechanical 
system and the return ratio for the system. It can be shown that the 
system is stable as long as the damping term for the accelerometer 
is large. This is easily accomplished by squeeze film damping 
when operating at one atmosphere. A circuit board was fabricated 
and included a special zero insertion force connector for the 
packaged accelerometer and the control circuit. The unit was 
slowly turned to a position where the proof mass is resting on the 
tunneling tip. At this point, the tunneling current electronics would 
register a high current. The feedback loop was turned on next. A 
noise spectrum as shown in Fig. 7 is obtained using a HP dynamic 
signal analyzer with the device operated at 

� 
r-,v..,. 

K,...•k-r.AV./ ••-JY__...a. 

Figure 6. A block diagram of the force feedback control system 
used to measure the tunneling tip accelerometer. 

Accelerometer Noise Spectrum 
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Figure 7. Accelerometer noise spectrum for a frequency range 
from JHz to lOOHz. 

atmosphere. It was found that the flicker noise dominates the low 
frequency region, where the highest value corresponds to 2 milli
g/Hz 112. Comparing the result from the reference accelerometer 
and the noise from the circuit, we believe that this 1/f noise comes 
from the electron tunneling process. It may result from the 
migration of atoms on the active electrode surface, surface 
diffusion of adsorbed molecules and the adsorption-desorption 
process[l l]. 

The acceleration response of the tunneling tip accelerometer 
was tested on a vibration isolation stage. The stage is constructed 
using a 100 lb platform suspended by 64 6-feet long bungee cords. 
The tunneling tip accelerometer is mounted on a thrust stand 
sitting on the platform. A reference accelerometer (Sunstrand 

QA3000) with sub-µg sensitivity was also installed on the stand 
for calibration purpose. The motion of the unit including both 
accelerometers was controlled by a piezo-driver which was able to 
generate sinusoidal accelerations at frequencies from DC to about 
200 Hz. Fig. 9 shows the responses of both the tunneling tip 
accelerometer and the Sunstrand QA3000 at 53 Hz with an 
amplitude of 80 mg. Data from the QA3000 was collected with a 
2nd order Butterworth filter during the measurement whereas the 
data for the tunneling tip device was unfiltered. The data for the 
tunneling tip device shows a higher frequency (628 Hz) signal 
overlaid on the 53 Hz response. This may be a resonance mode of 
the spring system. For the measurement at much lower frequencies, 
the tunneling tip accelerometer is put into a vacuum holder in 
order to keep the device clean and reduce the noise. The 
bandwidth of the measurement system is set to 10 Hz. The data is 
then digitized and converted to power spectra using Fast Fourier 
transform (FFT) techniques. One of the results is shown in Fig. 9, 
where the exciting frequency is 0.2 Hz and the magnitude is 1 mg. 
In order to obtain the power spectrum for a 0.2 Hz signal, the 
measurement time would be at least 8 minutes. It can be seen that 
the two responses from the tunneling tip accelerometer and the QA 
3000 are consistent in the vicinity of the highest peak (0.2 Hz). 
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Figure 8. Accelerometer data comparing a Sunstrand QA3000 

(reference) with the tunneling tip accelerometer. 
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Figure 9. Power spectra for the responses to a 0.2 Hz 1 mg 

excitation. The dark one of the upper two curves is the response of 

the tunneling tip accelerometer. The light one is from QA3000. 
The lowest curve is the background noise. 

CONCLUSIONS 

We have reported the design considerations, fabrication 
procedures and some experimental results for an ultra-sensitive 
accelerometer. The accelerometer is fabricated using a bulk 
micromachining approach. Three distinctly different dice are 
processed separately and then eutecticly bonded together to form 
the final device. The bonding process also provides hermetic 
sealing and electrical interconnection between dice. The 
accelerometer is designed with a force plate that can be used to 
hold the proof mass and spring assembly electrostatically during 
transportation. The capability of the electrostatic clamping 
mechanism has been demonstrated. A linear closed-loop control 
model for the force feedback accelerometer system is presented in 
a block diagram. From preliminary measurement, we found that 
the device suffers from 1/f noise for operations in atmosphere. The 
response to a sinusoidal excitation in time domain is demonstrated 
and compared with a calibration accelerometer. The acceleration 
measurement at very low frequencies was performed. The resulted 
power spectrum shows good agreement between the tunneling tip 
accelerometer and the reference accelerometer in the vicinity of the 
signal frequency. 

ACKNOWLEDGMENTS 

The authors would like to acknowledge the help and support 
of JPL. We also appreciate the assistance of Keith Warner in 
reviewing this document. 

REFERENCES 

I. L. M. Roylance and J. B. Angell, "A Batch-Fabricated silicon
accelerometer", IEEE Trans. Electron Devices, Vol. ED-26, No.
12 December 1979, pp. 1911-1917.

2. H. Seidel, U. Fritsch, R. Gottinger, J. Schalk, J. Walter and K.
Ambaum, "A Piezoresistive Silicon Accelerometer with
Monolithically Integrated CMOS-Circuitry", The 8th Int. Conf on

Solid-State Sensors and Actuators, and Eurosensors IX,
Stockholm, Sweden, pp. 150-C4, June 25-29, 1995.

3. F. Rudolf, A. Jomod, J. Bergqvist and H. Leuthold, "Precision
Accelerometers With µg Resolution", Sensors and Actuators, A
21-A23, 1990, pp. 297-302.

4. E. Peeters, S. Vergote, B. Puers and W. Sansen, "A highly
symmetrical Capacitive Micro-Accelerometer With Single Degree
of Freedom Response", J. Micromech. Microeng. Vol. 2, pp. 104-
112, 1992.

5. Y. Kulk and P. J. Silverman, "Scanning Tunneling Microscope
Instrumentation", Rev. Sci. Instrum. 60(2), February 1989, pp.
165-180.

6. T. W. Kenny, W. J. Kaiser, H. K. Rockstadm J. K. Reynold, J.
A. Podosek, and E. C. Vote, "Wide-Bandwidth Electromechanical
Actuators for Tunneling Displacement Transducers", J. MEMS.
Vol. 3, No. 3, pp. 97-104, September 1994.

7. T. W. Kenny, W. J. Kaiser, S. B. Waltman, and J. K. Reynold,
"A Novel Infrared Detector Based on a Tunneling Displacement
Transducer",Appl. Phys. Lett, Vol. 59, pp. 1820-1822, 1991.

8. H. K. Rockstad, J. K. Reynold, T. K. Tang, T. W. Kenny, W. J.
Kaiser, and T. B. Gabrielson, "A miniature, high-sensitivity,
electron tunneling accelerometer", Transducers'95, pp407 (PC 12).

9. P. M. Zavracky, F. Hartley, and D. Atkins, "New Spring Design
and Processes for an Electron Tunneling Tip Accelerometer", to be
published.

10. P. M. Zavracky, F. Hartley, N. Sherman, T. Hansen, and K.
Warner, "A New Force Balanced Accelerometer Using Tunneling
Tip Position Sensing", 7th Int. Conf on Sensors and Actuators,
Yokahama, Japan, June 7-10, 1993, pp. 50-51.

l l. T. Tiedje, J. Varon, H. Deckman and J. Stokes, "Tip
Contamination Effects in Ambient Pressure Scanning Tunneling
Microscopy Imaging of Graphite", J. Vac. Sci. Technol. A 6(2),
Mar/Apr., 1988, pp. 372.

71



DAMPING CONTROL OF MEMS DEVICES 

USING STRUCTURAL DESIGN APPROACH 

C.-L. Chen and J. Jason Yao 
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1049 Camino Dos Rios 

Thousand Oaks, CA 91360 

ABSTRACT 

The transient responses or dynamics of MEMS parallel
plate, squeeze type devices have been simulated numerically in 
the present work. Emphasis is given to the study of the micro
fluidynamic damping effect by solving the Reynolds equation 
with a slip boundary condition at the structure surfaces. This 
approach couples the micro-fluidynamics into the dynamic 
simulation of MEMS devices in a CPU efficient way, and allows 
a damping effect simulation at every time step. The computed 
results indicate that the damping behavior can be altered using a 
structural design approach which employs structural 
modification by creating various "holes" in the paddle-like 
plate structure and by varying the hole distributions on the 
paddle. The transient time for one of the test structures, for 
example, is reduced from 9 ms in the without-hole case to 70 µs 
in the with-hole case. These simulation results have been 
qualitatively supported by experimental data. 

INTRODUCTION 

For physical and cost reasons, MEMS devices are seldom 
operated in high vacuum. The performance of MEMS devices is 
thus strongly affected by the surrounding fluids, e.g., air. 
Consequently, understanding the fluid behavior at micro scale, 
modeling the fluid effects, coupling it into the dynamic system, 
and tracing the dynamic response are crucial steps in the design 
of MEMS devices for practical applications. Several works 
have addressed fluid effects on various MEMS devices with 
various numerical approaches [l-4]. The Direct Simulation 
Monte Carlo (DSMC) type approach is still very CPU intensive. 
In this work, we present a method of computing micro
fluidynamic behavior for MEMS parallel-plate, squeeze type 
devices to obtain the damping load by solving the Reynolds 
equation with slip-flow consideration. The damping force 
acting on the cantilevered paddle structure is a function of the 
paddle velocity, the gap, the Knudsen number Kn=¼ (where A 
is the mean free path and h is the fluid film thickness), the 
surrounding fluid properties, and the paddle configuration. Our 
approach couples the micro-fluidynamics into the dynamic 
simulation of MEMS devices in a CPU efficient way, and is able 
to provide a damping effect simulation at every time step using 
a single workstation. Here we focus on examining the resulting 
effects of various structural changes on the dynamics of 
electrostatically driven plate structures. The change of 
structural design is made by creating "holes" on the moving 
paddle and by changing the hole configuration on the paddle. 

ANALYSIS 

The model is shown in Fig. I. The gap h between the 
paddle and the substrate is assumed to be much smaller than the 
paddle dimensions in the x and y directions. The paddle is 
supported by a spring (not shown in Fig. 1) and can move 
vertically in the z direction. The gas flow is assumed laminar 

and primarily viscous. The relationship between pressure and 
density at any point in the gas film is described by a polytropic 
process with exponent n: P/p• = constant. 

Cantilevered Structure ("paddle") 
with "holes" 

--:::--�:__ 

.4747 

Figure 1. A schematic illustration showing the model to be 
simulated. 

Suppose that function F(x,y,z,t) = 0 represents the 
equation for a moving boundary surface, that is 

F=z-h(x,y,t)=O (1) 
When the solid boundary is in motion, the fluid velocity 
component normal to the boundary surface equals the velocity 
component of the surface normal to itself, but the flow is still 
allowed to slip in the tangential direction along the boundary 
surface. That is, 

V · n = Ub · n (2) 
where n is the unit vector normal to the surface, V(u.,v,w) is the 
velocity of the fluid particle at the paddle boundary and Ub 
denotes the velocity of the points on the boundary with which 
the fluid particle is in contact. Using the above equations, we 
can obtain the vertical component, w, of the velocity vector at 
the moving boundary h(x,y,t) as 

dh dh dh 
W=u-+v-+- (3) 

dx dy dt 
which is the general kinematic boundary condition equation. 
Using this equation and integrating compressible continuity 
equation with respect to z and applying Leibnitz's theorem, we 
obtain 

aph a £h a 1h 
--+- pudz+- pvdz=O 

dt dx dy (4) 

For x momentum (also similarly for y momentum), under the 
assumptions of incompressibility, constant pressure across the 
fluid film in the squeeze direction, and small Reynolds number 
and fluid inertia, the above equation may be approximated to 

dp d2u 
- =µ- (5) 
dx dz2 

where µ is the viscosity. Using slip flow boundary 
conditions[5], u= Us atz = 0, and u= -Us atz= h, and 

du 
I 

2-d
Us = 'A.a- wall, a= -- (6) 

dz d 
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where A. is the mean free path, and d is the diffuse reflection 
coefficient, the velocity profile becomes 

h2 dp 2 z 
u= 2µ dx (z - z-a1Q, z=,; (7)

Similar procedure can be repeated for v in the y direction. 
Therefore, Eq. 4 becomes 

n+I dp nh n a a -12µ - - - -( -(h3(1+6cx1Gi)- p O ) 
dt n+l ax dX 

d d n+I
+ -(h3<1+6a1Gi)- p O )) =0 (8)ay dy 

If h = h(t) only in the parallel plate case (Special Case #1), the 
equation can be further simplified to 

ap 
O h \1 +6cx1Gi) n a

2 � 
hat - 12µ n+l (ax2

P 0 

d2 n+I 
+--p n 

ay 2 

..!.. ah 
)=-p n -

ar
(9) 

For small pressure fluctuation (Special Case #2), pressure may 
be approximated as p = Pa + p', in which Pa is the ambient 
pressure and p' is the pressure perturbation. In the isothermal 
process (n = I), the equation can be written as 

dh dp' h3(1+6a1Gi) cl2p ' a
2p' _ pa- + h- - ----Pa (- + --)- 0 (10) 

at dt 12µ ax 2 ay 2 

Under the condition that h clp;,4 is negligible (Special Case #3), 
the equation is a linear Poisson's equation in which the forcing 
term strength is proportional to (cl¼ )(1/4-' ). Therefore, for each 
configuration, Eq. 10 needs to be solved only once for a unit 
forcing term. The rest of the solutions can be obtained by 
superposition. 

NUMERICAL APPROACH 

Here we define an unknown variable q for pO/n) and solve 
for q numerically. The general case Eq. 8 can be rewritten as 

dq d dF a aF 
- =µ' ( -(a' - ) + -(ex'- ))-yq (11) 

dt ax ax ay ay 

where F= tj1+1. Note that Eqs. 9-10 are special cases ofEq. 8. 
Thus, the numerical approach described here to solve Eq. 8 is 
also suitable to solve Eqs. 9-10. The Runge Kutta 4th order 
scheme for 1-D diffusion equation (2nd order central spacial 
difference) suffers CFL limit of 0.695, whereas the trapezium 
formula is unconditionally stable. The above equation, 
discretized using trapezium formula (except for the source term) 
and coupled with central spacial difference, becomes: 

A s,- , sc+rm+I .,. , s,+rm+l 
r.n+l m _ :::!_ , ux<X uxri,j + oy<X uyri,j q,,J -ql,J- 2 µ (  

2 2fix tiy 
8ica'ot/f.l o;,a'otlf.l 

m + 2 + 2 )-tityq1,J (12) 
fix tiy 

where m is the time step index, fix and tiy are the grid spaces 
and Oi Fi,j = Fi+lj -Fij, 8� Fi,j = Fi ,j -Fi-1,j . Through linearli
zation and factorization, the equation can be written in ti-form: 

titµ' titµ' 
(1 ---2 8� a'AT,j oi)( l  ---2 8ycx'AT,j 80/iq

2/ix 2/iy 

, 8ica'ot/f.l o;,a'otFfl m = tit(µ ( 2 + 2 )-Yq1,J), (13)
fix tiy 

where A= dFldq = (n+l) q0 and liq= qm+l) - qm. The codes have 
been written for generalized coordinates which allow 
nonuniform grid stretching and have been validated by solving 
model equations such as Poisson's equation, heat equation and 
a

2 uldx 2 = u. The accuracy of the algorithm has been verified.
For the paddle structure with holes, the pressure within holes is 
assumed ambient pressure. The simple one-zonal grid approach 
is used. In the hole regions, the right-hand side of Eq. 13 is 
masked to be zero; the corresponding diagonal term is set to be 
one, and off-diagonal terms are zeros. Once q is obtained, the 
damping force F d can be integrated to couple with the dynamic 
model. 

The one-dimensional dynamic model for the 
electrostatically driven paddle structure above the substrate can 
be expressed as 

d2h m-2 +k(h-hi)=Fe +Fct (14) 
dt 

where m is mass, k is spring constant, and hi is the initial 
paddle-to-substrate gap with no spring force. The electrostatic 
force Fe= e4 V2 /2 h2, where e is the permittivity and V is the 
applied voltage. The 4th order Runge-Kutta method is used in 
the time integration. 

RESULTS AND DISCUSSION 

In the present work, the initial displacement and velocity 
of the paddle are set to zero. The voltage is a step function 
applied at t = 0. The permittivity e = 8.9xlQ-I2 F/m; the area of 
the paddle, A, is approximated with 50xl 00 µm2 regardless of 
the hole area; k is set to be 0.1 Nim; the mass of the paddle, m,

is l.15x10-ll kg; the gap between paddle and substrate is 5 µm. 
The grid point used here is 101x51 in the x-y plane. 

The effects of slip and no-slip boundary conditions are 
compared in Fig. 2. The diffusion reflection coefficient, d, used 
here is 0.9 and the mean free path, A., of air is 0.0 635 µm. 
Applying slip boundary condition effectively reduces the 
strength of the forcing term in the Poisson's equation, and 
consequently reduces the damping force in the dynamic system. 
When the applied voltage is 8.7 V, two stable steady-state 
solutions exist. These two stable solutions are qualitatively 
illustrated in Fig. 3(a), labeled "A" and "B", with the critically 
stable solutions illustrated in Fig. 3(b ). In the stable solution 
"A", as one reduces the gap between the paddle and the substrate, 
i.e., moving towards the right on the x axis in Fig. 3(a) away
from point "A", the spring back force becomes greater than the
electrostatic force Fe for a fixed applied voltage, and thus
pulling back the paddle structure to point "A", making point
"A" a stable solution. With the same analogy, it is obvious that
point "C" is an unstable solution. As one further increases the
applied voltage, the electrostatic force curve in Fig. 3 shifts
upward, forcing point "A" and "C" move closer. When reaching
a critical voltage, point "A" merges with point "C", and makes
that a critically stable solution as illustrated in Fig. 3(b). After
passing this critical voltage, the cantilevered paddle structure
will converge to the only remaining stable steady-state solution
labeled "B" in Fig. 3. This jump from the critically stable
solution (NC) to the stable solution "B" is commonly observed 
as the "snapping" motion in the parallel plate system, and 
occurs at one-third the distance of the total, unforced separation 
gap. 
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Figure 2. Simulation results showing the effect of slip boundary 

condition for the over-damped (no-hole paddle) case in (a) and 
for the under-damped (8-hole paddle) case in (b). 

Using current initial condition, the results in Fig. 2 show 
that the paddle converges to the solution with smaller 
displacement (Point "A" in Fig. 3). By further reducing the 
diffuse reflection coefficient, e.g., from, 0.9 to 0.8, or 
increasing A, the damping force is reduced, and the paddle 
motion in response to the step input has been observed to 
converge to the other branch solution "B" and hit the substrate. 

When the same voltage of 8.7 V is applied to various 
structural designs (no-hole, two-hole and eight-hole), the paddle 
can move with no-oscillation, one-oscillation, and under
damping oscillation as shown in Fig. 4. The corresponding 
contours of the pressure load when the transient damping force 
is at its maximum are shown in Fig. 5. The lighter contour 
color denotes lower pressure. The maximum pressure always 
occurs remote to the hole and to the paddle fringe edges. The 
maximum pressure is l.000186p

8 
for the no-hole paddle, 

1.000 l 68p
8 

for the 2-hole paddle, and l.00008p
8 

for the 8-hole 
paddle. The results indicate that the holes effectively relieve the 
pressure buildup in the gap, and thus reduce the damping force. 

For the example system described in this paper, the 
critical voltage occurs at 9.123 V, at which one of the two 
stable steady-state solutions (point "A") merges with the 
unstable solution (point "C"), and only one stable steady 
solution (point "B") remains. Therefore, the paddle structure 
moves across the separating gap and comes in contact with the 
substrate. The transient behaviors of the no-hole design and of 
the 8-hole design are compared in Fig. 6 with an applied voltage 

of 9.124 V. The slow contact of the no-hole paddle is 
dramatically improved with the 8-hole design. The contact time 
is reduced from 8.9 ms to 67 µs, a more than 100 times 
reduction. The experimental data has qualitatively verified these 
results [6], and Fig. 7 shows two SEM images of a test structure. 
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Figure 3. Plots of the electrostatic force and the spring-back 
force as a function of the separating gap between two parallel 
electrodes showing the two stable solutions "A" and "B", and 
one unstable solution "C". As the points "A" and "C" merge, 
shown in (b), the solution becomes critically stable. 

Dynamic Response to a Step Input 

Time (µs) 

Figure 4. Effect of structural design in terms of the number of 
holes used in the cantilevered paddle structure on the paddle's 

dynamic response to a step voltage input. 
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Figure 5. Contours of pressure loads at maximum transient 
damping force for designs with (a) no-hole, (b) 2-hole, and (c) 

8-hole. The dynamic responses of these designs are in Fig. 4.
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Figure 6. Simulation results showing the transient responses of 

the no-hole design and the 8-hole design with a step function of 

9.124 V applied. The contact time has been reduced from 8.9 ms 

(in the no-hole design) to 67 µs (in the 8-hole design), a more 

than 100 times reduction. 

CONCLUSION 

Software for simulating the dynamics and the damping 
effects of MEMS squeeze type devices has been developed. The 
micro-fluidynamic damping effect is modeled to cover the slip 
flow by solving the Reynolds equation coupled with slip 
boundary condition at the structure surfaces. The analysis and 
the numerical procedure are presented. The software is very 
well-suited for modeling squeeze type devices with various 
holes, and it can be very effective for designing new MEMS 
squeeze type devices with desired damping characteristics. 

Figure 7. SEM back scattering images showing a close-up, 

tilted view of a test paddle structure with holes in ( a) Up and (b) 
Down positions relative to the substrate. 

REFERENCES 

1. A. Beskok and G. E. Karniadakis, "Simulation of Slip
Flows in Complex Micro-Geometries," ASME, DSC-Vol. 40
(1992), pp. 355-370.

2. E. S. Piekos and K. S. Breuer, "DSMC Modeling of
Micromechanical Devices," AIAA-95-2089 (1995).

3. W. S. Griffin, H. H. Richardson, and S. Yamanami, "A
study of Fluid Squeeze-Film Damping," Journal of Basic
Engineering (1966), pp. 451-456.

4. L. Zhang, D .  Cho, H. Shiraishi , and W. Trimmer, "Squeeze
Film Damping in Microelectromechanical Systems," ASME,
DSC- Vol. 40 ( 1992), pp. 149-160.

5. S. A. Schaaf and P .  L. Chambre, "Flow of Rarefied Gases,"
Section H in Fundamentals of Gas Dynamics, H. W. Emmons,
ed., Princeton University Press (1958), p. 718.

6. J. J. Yao and M. F. Chang, "A Surface Micromachined
Miniature Switch for Telecommunications Applications With
Signal Frequencies From DC Up To 4 GHz," in Tech. Digest, The
8th International Conference on Solid-State Sensors and
Actuators, Transducers-95, June 25-29, 1 9 95, Stockholm,
Sweden, pp. 384-387.

75
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COMPRESSIBLE SQUEEZED-FILM DAMPING 
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ABSTRACT 

This paper presents the simulation of isothermal compressible 

squeezed-film damping effects for MEMS devices. The squeezed

film governing equation, the isothermal Reynold's equation, is 

widely used in lubrication theory. Both damping and 

compressibility effects of the squeezed film are modeled 

numerically. Small and large amplitude motions are simulated by 

using finite-element and finite-difference codes respectively. 

Macro-model examples with this squeeze-film effect are also 

demonstrated. We find that the air compressibility effect is 

significant in high frequency operation for small amplitude 

oscillations, and that the nonlinearity of the governing equation 

causes a nonlinear pressure response for large amplitude motion. 

INTRODUCTION 

MEMS devices are often operated in ambient pressure, so that 

air functions as an important working fluid. An air film between 

two closely spaced plates moving in normal relative motion gives 

rise to a pressure distribution over the plate. The total pressure 

force, which opposes the motion of the plate, is known as squeeze

film damping. Fig. 1 shows the schematic view of squeeze-film 

damping. Theory [1,2] shows that the viscous damping effect of 

the air film dominates at low frequencies, but spring-like behavior 

takes over at higher frequencies. The experimental studies [3-7] 

are in general agreement with the theory, but most of these studies 

focused only on the behavior of small amplitude oscillations. In 

this paper, we demonstrate that these effects can be successfully 

modeled numerically under small-amplitude sinusoidal conditions 

by a finite element package, as well as under large amplitude 

motion by finite difference codes. A simulated macromodel 

including the squeeze-film damping effect for a micro

accelerometer [8) with small amplitude motions is presented. The 

frequency response shows that the spring effect of the squeeze film 

due to air compression shifts the resonance. Simulations of large 

amplitude sinusoidal motions show that the nonlinear effects of the 

pressure force are dramatic. 

i 

Squeezed Fluid 

a 
"-.. Fixed plate 

Fig. 1 Typical squeeze film geometry. 

ISOTHERMAL REYNOLD'S EQUATION 

Parallel rigid plates in relative normal motion experience a 

back-force from the time-dependent pressure distribution in the gas 

film. The product of the plate velocity and this back-force is the 

power transferred into the gas film by the plate motion, some of 

which appears as damping, the rest as stored energy in the 

compressed gas. The governing equation, the compressible 

isothermal Reynold's equation, is a time-dependent non-linear 

parabolic partial differential equation. The non-dimensional form 

of this equation for normal relative motion can be written as 

where 

h 
H=-

h is gap thickness, ho is the initial gap thickness,p is pressure, Pa is 

ambient pressure, L is plate length, µ is viscosity, and d is a 
characteristic time [ 1] . 

The Reynold's equation is obtained from the Navier-Stokes 

equation, the continuity equation and the equation of state by 

assuming that (l) the inertia effect in the Navier-Stokes equation is 

negligible, (2) the pressure distribution across the gap is uniform 

and (3) the fluid velocity component perpendicular to plate surface 

is negligible. 

LINEARIZED MODEL 

Since the isothermal Reynold's equation is a highly non-linear 

partial differential equation, in general it has to be solved 

numerically. However, this equation can be linearized into a 

diffusion-like partial differential equation assuming (1) small gap 

thickness, (2) low Reynold's number, (3) isothermal conditions, (4) 

small motion amplitude, and (5) small pressure variation. The 

non-dimensional form of the linearized Reynold's Equation is 

2 ae ae 
v e-a-=a-

a,. a,. 

where 

'°C = (j)/ e = -COS(J)f 

h 
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w is oscillation frequency, 1: is non-dimensional time, o is 

amplitude of oscillation, .1.p is small variation of pressure, e is the 

linearized non-dimensional pressure, and a is the squeeze number 

[I]. 
The key parameter in the linearized Reynold's Equation is the 

squeeze number cr, which measures the compression of the fluid in 

the gap. If cr is close to O (low speed or frequency), the air film 

obeys nearly incompressible viscous flow; if cr goes to infinity (at 

very high speed or oscillation frequency), the fluid is essentially 
trapped in the gap and behaves like a spring. The linearized 
analytical solution for sinusoidal motion is available for 
rectangular and circular plates [2]. Furthermore, since the 
linearized Reynold's equation is in the same form of the transient 
energy-flow equation, we can use the finite element fluids
modeling package FIDAP [9] to generate the film pressure 
distribution for complex plate geometries by mapping the 
temperature variable in the energy equation to the pressure variable 
in the linearized Reynold's equation. Fig 2 shows analytical and 
numerical results of the non-dimensional pressure forces vs. 
squeeze number for an air film between two square plates with one 
plate in small-amplitude sinusoidal motion. The sinusoidal back
force on the plate has two components: one is in phase with plate 
velocity (the viscous damping force), the other is in phase with 
plate displacement (the spring force due to the compressibility of 
air). At small squeeze number (low frequency), the viscous force 
dominates because the air can squeeze out of the gap without being 
compressed. At large squeeze number (high frequency), the spring 
force increases because of compression of the air film. The 
numerical results for the spring force component agree with the 
analytical results, but the damping force component is about 8% 
lower than the analytical results at higher squeeze number. 1be 
reason for this small discrepancy is not yet understood, which 
places a limit of confidence of about 10% on the numerical results 
which follow. The normalized transient response for the total 
back-force is shown in Fig. 3. The forces have been normalized to 
their steady state maximum values. The force lags behind the 
sinusoidal plate velocity, and the phase lag increases with squeeze 
number because of the air compressibility effect. Seidel observed 
this lag experimentally, but chose to model it with a fixed delay 
instead of as a compression effect [ 4]. 
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Fig. 2 Analytical and numerical results of non-dimensional 

damping and spring forces vs. squeeze number for a 

square plate. 
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Fig. 3 Transient responses of the total back-force for two 

different squeeze numbers (20 and 60). 

Fig. 4 is the schematic of a micro-accelerometer fabricated by 
the MIT MEMS group [ IO]. The proof mass is a 500 mm square 
plate supported I µm above the substrate by flexible tethers. The 
simulated small-amplitude dynamical responses of the 
accelerometer are illustrated in Fig. 5. Curve 1 is a typical 
response without any air damping. Curve 2, which drops very fast, 
is the response with the air damping. In order to reduce damping, 
a perforated proof mass can be used. Fig. 6 is a contour plot of the 
transient pressure distribution for a perforated mass; Curve 3 of 

W'///////////7,W,l/,W,@. 
o-ngw

Bottom electrode (n + diffusion) 

p-silioon 

Metal back side contact

Fig. 4 Schematic view of a micro-accelerometer fabricated by the MIT MEMS group [ 10}. 
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Fig. 5 is the corresponding response. Curves 2 and 3 show that the 

spring effect of the gas film results in a resonance shift. At low 

frequencies (low squeeze number), the system is overdamped 

because of highly viscous damping. At higher frequencies, the 

viscous damping decreases while the spring force increases (see 

Fig. 2 ). The resonance occurs at a high enough frequencies to 

make the resonance itself be underdamped. 

Note that in many cases the gap thickness is too small to 

consider the air film as a continuum because of slip-flow condition 

at the boundaries. As a result, the damping effect is reduced. The 

viscosity can be modified to a smaller number to account for the 

slip-conditions at least to first order [ 5, 7, 11 ] . 
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Simulated dynamical responses of the micro

accelerometer with and without air film damping effects. 
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Contour plot of the transient pressure distribution on a 

perforated proof mass of the accelerometer. 

(A) Accelerometer (A) Accelerometer with holes

(C) Angular Rate Gyro (D) Deformable Mirror Device

Fig. 7 Four examples of plate motion related to squeeze-film 

damping. 

LARGE AMPLITUDE MOTION 

In MEMS devices, the motion of the plate is not always a 

small amplitude oscillation. For example, the proof mass of the 

accelerometer shown in Fig. 4 will move a significant distance 

when undergoing a sudden change of acceleration. Therefore, the 

small amplitude oscillation model will not be valid in such a 

circumstance. Furthermore, some devices such as an angular rate 

gyro [ 12] use torsional motion, which is also significantly affected 

by squeezed-film damping, but which cannot be modeled using 

small amplitude motion. In order to deal with those problems, we 

have used the finite difference method to solve the isothermal 

Reynold's equation numerically. Fig. 7 shows four cases of 

squeeze-film damping problems with either large amplitude 

motions or non-parallel relative normal motions. The 3D surface 

and contour plots of pressure distributions for case (A) are shown 

in Fig. 8. These plots are the results at the time in the cycle at 

which the pressure reaches its maximum value. Fig. 9 is the 

dimensionless time response of the total back force for case (A), 

obtained by integrating the pressure on the plate over the plate 

area. The oscillation amplitude in this case is equal to 30 % of the 

gap thickness. Because of the nonlinearity of Reynold's equation, 

the back force curve, which is normalized to the ambient pressure 

force (i.e., ambient pressure times the plate area), is not symmetric 

about the ambient pressure force (P=l in the figure). When the 

plate moves down, the maximum back-force is about I. 2 times of 

the ambient pressure force; when plate moves up, the minimum 

back-force is about 0.9 of the ambient pressure force. Therefore 

1.4 

1.3 

1.2 

1.1 

Fig. 8 

>-

0.5 �,�-�-�-�
\
-·-------� 

0.4 

0.3 

0.2 

0.1 

\ 
\ 
l 

\ 
\ 

\ 
\ 

�- ... _ .... _ .. ___ --l 

--------·--·----� 

0.1 0.2 0.3 0.4 0.5 

0.5 

JD-surface and contour plots of pressure distribution for 

one quarter of a square plate with large amplitude 

motion. 

78



the plate undergoes a larger pressure resistant force when the plate 

moves down. Note that the velocity curve in Fig. 9 has been 

normalized. The figure also indicates that the transfer function 

between force and velocity is clearly nonlinear. 
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Fig. 9 Nonlinear time response of the total pressure back force 

for a square plate with a large amplitude oscillation. 

Table I summarizes the maximum and minimum pressures on 

the plates for the four cases in Fig. 7 when the plates are 

sinusoidally oscillated in normal relative motion or torsional 

motion. Note that the pressure caused by torsional motion, which 

is also a potential second mode of motion for the accelerometer 

shown in Fig. 4, is much less than that caused by normal relative 

motion (case (A) in Fig. (7)) under ambient pressure. The design 

with the perforated plate also reduces the pressure significantly. 

CASE Max. d/hO Max.P/Pa Min.P/Pa 

(A)Accel. 0.3 1.4484 0.7688 

(B) Perforated Accel. 0.3 1.1007 0.9079 

(C) Gvro 0.3 1.0902 0.9246 

(D)DMD 0.3 1.0635 0.9446 

Table 1 Summary of maximum and minimum pressure on the 

plates for the four cases in Fig. 7. Note that d is the 

plate oscillation amplitude, h O is the initial gap 

thickness, P is the air film pressure on the plate, and Pa 

is the ambient pressure. The oscillation amplitude for 

case (C) and (DJ is the maximum displacement of the 

plate tip. 

SUMMARY AND CONCLUSION 

The numerical simulations of squeeze-film damping effects, 

based on the isothermal Reynold's equation, have been explored. 

The linearized model can be simulated by the finite element 

package FIDAP under small amplitude condition for plate 

geometries too complex for analytical solution. The viscous 

damping and spring effects of squeeze-films can be decoupled and 

modeled as frequency-dependent parameters for the small 

amplitude frequency response analysis of MEMS devices. An 

example, the dynamics of an accelerometer, is demonstrated. For 

the device operated in ambient pressure, the viscous damping 

effect dominates at low frequencies. The spring effect of the 

squeezed air film becomes significant at high frequency, and shifts 

the resonance by a large amount. The squeeze-film effect for large 

amplitude motions is simulated by finite difference codes. Four 

examples of different types of motions are demonstrated. The 

nonlinearity of the governing equation gives rise to a nonlinear 

pressure back force on the plate. The maximum pressure back 

forces for each case under specific motion amplitude are 

summarized. 
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ABSTRACT 

For several years, research has been underway on the use 
of electron tunneling as a displacement transducer in microsensors. 
Several prototype devices have been developed which illustrate the 
potential advantages of tunneling transducers. In this report, we 
focus on recent measurements of noise and drift which indicate that 
tunneling transducers can perform very well over long periods. In 
addition, we report on recent tunnel sensor development efforts, 
including a MCNC-based test device, an integrated controller for 
tunneling transducers, and a high-performance tunneling 
seismometer based on a modified geophone. 

INTRODUCTION 

Silicon micromachining has enabled the miniaturization 
of nearly every displacement transducer-based sensor. In many 
cases, the miniaturization of these devices has come with a 
reduction in sensitivity. The reduced sensitivity is due to two 
effects. The first effect is a reduction in the coupling of the 
external signal to the displacement of a sensor component. A 
miniaturized pressure sensor, for example, undergoes a smaller 
deflection because the area of the diaphragm has been reduced. 
The second effect is a reduction in the performance of the 
displacement transducer with the size of the device. A capacitive 
pressure sensor, for example, becomes less sensitive as the area of 
the capacitive electrodes is reduced while miniaturizing the device. 

Electron tunneling has been studied as an important 
displacement transducer for microsensors because of its high 
sensitivity and scale independence. In tunneling, a nA current is 
measured, and 1 % fluctuations in this current correspond to 
displacements of less than O. lA. This sensitivity is independent of 
the lateral dimensions of the electrodes, since tunneling only 
requires 1 metal atom on the surface of each side of the gap. 

In the last 2 years alone, published work on tunneling 
sensors has included an infrared detector[!], several 
accelerometers[2-4], a pressure sensor[S], and a magnetometer[6]. 
All of this work serves to illustrate the breadth of applications for 
the tunneling transducer and the variety of possible fabrication 
techniques which may be used to build them. A complete 
description of the issues to be considered during design, 
fabrication, and operation of micromachined tunneling transducers 
has been published.[7] 

Despite this growing research effort, there is still broad 
concern about the utility of tunneling sensors for real applications. 
Generally, concerns are expressed about the fabrication processes 
necessary to produce appropriate characteristics, the stability of 
tunneling transducers, and the packaging requirements necessary to 
preserve sensor performance. In this report, we will review recent 

work directed towards these issues, and describe several 
development efforts which serve to illustrate the simplicity, 
applicability and performance of tunneling transducers. 

LOW-FREQUENCY NOISE MEASUREMENTS 

The properties of tunneling transducers are known to rely 
on the location of atoms on a pair of electrodes. If the atoms re
arrange themselves, the current between the electrodes will 
fluctuate, leading to errors in the measurement of signals applied to 
the device. This dependence on the position of individual atoms is 
unique to tunneling; capacitive transducers are expected to be more 
stable because they are only sensitive to the average separation 
between extremely large numbers of atoms. Gold surfaces are 
favored for tunneling electrodes because gold resists chemical 
reaction with the constituents of most potential operating 
environments. Unfortunately, gold is a soft metal, and gold surface 
atoms are known to re-arrange at regular intervals at room 
temperature. Arrangements of atoms which feature extremely 
sharp tip-like structures can be expected to be particularly unstable 
because energy considerations favor flat ( 111) crystal surfaces. 

In addition to gold atom rearrangements, errors can be 
expected due to the migration of physically-adsorbed molecules, 
such as H20, through the tunneling region. Other possible sources 
of error include variations in the mechanical characteristics of the 
structure supporting the electrodes, and variations in the electrical 
properties of the feedback circuit elements. 

Since we are interested in the fundamental performance 
of tunneling transducers, we need to consider how these various 
sources of noise can contribute to significant errors in position. 
For example, the migration of adsorbates through the tunneling 
region should only be important at high frequencies because this 
mechanism cannot produce an accumulation of error. Changes in 
the structure due to thermal expansion should only be important at 
low frequency, because the temperature cannot change quickly. To 
understand the phenomena which limit the performance of 
tunneling sensors, we have focused on noise measurements. 

An example of a micromachined device which uses 
tunneling currents to detect small forces is the membrane 
transducer, shown in Fig. I. This device operates by 
electrostatically deflecting the membrane down towards the tip. 
When a tunneling current of order I nA appears between the tip 
and the membrane, a feedback voltage is added to the voltage on 
the deflection electrode so as to maintain the current at a constant 
value. If an external force is applied to the membrane, the 
feedback circuit responds by applying a balancing electrostatic 
force. By monitoring the feedback control voltage, it is possible to 
determine the external forces. 
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Membrane 

Deflection Electrodes Tip 

Fig. 1 This drawing shows the design of the membrane 

transducer. In this design, the gap between deflection electrode 
and membrane is about 40 µm, and the tip is about 40 µm tall. 

The membrane is 2 mm x 2 mm x 0.5 µm 
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Fig. 2 This graph shows the measured noise spectral density for 
membrane tunneling transducers over a very broad range of 
frequencies. 

A complete fabrication process and experimental 
characterization of this membrane transducer has been presented 
elsewhere. [7] In summary, this device features a control 
bandwidth in excess of 50 kHz, a force resolution of I o-11 Nl✓Hz, 
and a very simple fabrication and assembly technique. Devices of 
this type have been operated continuously for more than 3 years 
without failure. This device is the basis of the successful tunneling 
infrared sensor and magnetometer, and has been studied 
extensively at JPL and elsewhere. 

All of the tunnel sensor development projects carried out 
in the JPL and Stanford groups have been constrained to 
applications which are within the known performance capabilities 
of tunneling transducers. One component of this constraint has 
been the known noise spectra of tunneling transducers. Figure 2 
shows a measurement of the noise spectral density of the control 
voltage for membrane-style sensors over a very broad frequency 
range. This measurement has been repeated many times for many 
sensors in several locations, and is characterized by a 1/✓F shape. 
The sources for this noise were not identified, but its consistency 
persuaded us to avoid applications which would require 
improvement in this noise performance. The displacement 
sensitivity of these devices is generally around IO mV/A, so the 
resolution at I Hz is 0.02At✓Hz. 

Several months ago, our group began logging data on the 
long-term drift in tunneling transducers. The purpose of those 
measurements was to look for an upper limit to the 1/✓F noise 
characteristic, because there are practical limits to the range of 

27 2 
26 � 

G 25 1 :5 
Q. 

� :5 
.3 24 0 

E: 0 ...

& 23 
0 

E Cl) 

� 22 
1:1) 

-1
21 C 

E--

20 -2
0 100 200 300 

Time (mins) 
Fig. 3 This graph shows the measured output signal for a 
membrane transducer (lower curve) , along with a measurement of 
the temperature near the sensor in the laboratory (upper curve) 

error possible in a device of this sort. Figure 3 shows the result of 
an early measurement of the output signal from a membrane 
transducer operated at Stanford. 

This initial low-frequency drift measurement is 
characterized by a very low-frequency oscillation. After some 
investigation, the source of this oscillation was identified : the 
laboratory is air-conditioned by a central air system which features 
a limit-cycle oscillation with a period of about 30 min, depending 
on the hea_t load applied to the building. This hypothesis was 
confirmed by a repeat experiment which included a thermometer 
whose output was also logged. The result of this experiment is 
shown in Figure 3 along with the sensor output oscillation. 
Clearly, there is a strong correlation between the temperature and 
the tunnel sensor output. 

Figure 4 is a graph of the coherence between the tunnel 
sensor noise sP.,ectrum and the thermometer noise spectrum. It is 
clear that, for frequencies below 0.1 Hz, these signals are very well 
correlated (correlation > 95%). There is one very strong 
conclusion which may be drawn from this measurement : More 
than 95% of the noise in tunneling transducers is due to 
temperature coefficients of the mechanical properties of the sensor 
or the package. If these thermal sensitivities could be eliminated, 
the low-frequency noise of these sensors would improve by a 
significant factor. 
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Fig. 4. This graph shows the measured coherence between the 

output of the membrane sensor and the thermometer. 
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Fig. 5. This graph shows the measured Noise Spectral Density for 

the output signals of a sensor operated with metal spring clamps 

(circles) and with epoxy (squares) holding the structure together. 

It is clear that the replacement of clamps with epoxy has not had 

an important effect on the noise in this sensor. (The peaks due to 

air conditioner oscillation have been removed to increase clarity.) 

We initially expected that this thermal sensitivity was 
related to the epoxy used to bond the halves of a tunneling 
transducer together. To test this hypothesis, we measured the noise 
spectrum of a tunnel sensor when its halves were clamped together 
with folded metal wire springs, and then when these springs were 
replaced with epoxy. The result is shown in Fig. 5, which indicates 
that the low-frequency noise in the tunneling device is not changed 
when the metal springs are replaced with quick-cure epoxy. This 
result can be explained in one of two ways : either the temperature 
coefficient of the stiffness of the springs and the epoxy are exactly 
the same, or the thermal sensitivity of the membrane sensor is 
dominated by some other element of the structure. We believe the 
latter hypothesis, and are planning a series of experiments to test 
this. 

Figure 6 shows a plot of the noise in a membrane 
transducer, and a plot of the noise in the transducer which is 
uncorrelated with the output of our thermometer. We can clearly 
say that the lower curve represents the new upper bound to the 
fundamental noise in tunneling transducers. 

Frequency (Hz) 

Fig. 6. This graph shows the measured noise of a typical 

membrane transducer(upper) and the noise which is uncorrelated 

with temperature measurements(lower). The lower curve 

represents a new upper limit to the fundamental noise in tunneling 

transducers of this type. 

This series of measurements indicates that temperature 
fluctuations in a normal laboratory environment can dominate the 
low-frequency noise in simple tunneling structures. For our 
laboratory, more than 95% of the noise at all frequencies below 0.1 
Hz is due to environmental temperature changes. Therefore, a 
capacitive transducer built with this mechanical structure could 
perform no better. It is important to note that these measurements 
may be limited by the accuracy of the diode thermometer that was 
used, and that an even greater fraction of the noise may be due to 
this source. The way to improve this situation is clearly by 
changing the mechanical design of this sensor structure. This work 
is currently underway. 

Also, this data shows that, despite the temperature 
sensitivity of these membrane devices, the errors are remarkably 
small. These measurements allow us to be quantitative about this 
result. The drift in the output of a tunneling sensor may be 
calculated as follows 

l:l.VRMs = 

F2 

J(NSD(F))2dF 
Fl 

(1) 

where NSD(F) is a fit to the noise spectral density (Fig. 2) as a 
function of frequency between the two frequencies which represent 
the measurement bandwidth. Across the frequency range shown in 
Fig. 2, this function is reasonably well-approximated by 

NSD(F) = 0.5mV rlHz .
✓ Fl lHz

(2) 

Suppose we were to average the output of a membrane 
sensor for 1 second, and repeat the measurement an hour later. The 
RMS average difference between the results would be 
approximated by taking the above integral from Fl = 0.0003 Hz to 
F2 = 1 Hz. The result of this calculation is a change in output 
voltage of 1.5 mV, which corresponds to an average error in 
position of only 0.15 A. This is considerably smaller than the 
lattice spacing between atoms in Gold, and indicates that atomic 
motion of the atoms involved in the tunneling process is extremely 
rare. Clearly, this level of stability could not be achieved if the 
control system was unable to prevent "crashes" between the 
electrodes. Remember that these membrane transducers operate 
with extremely wide control bandwidth (>50 kHz), thereby 
preventing "crashes". It might be unreasonable to expect this level 
of stability from any tunneling system with a smaller control 
bandwidth. 

These measurements also indicate the importance and 
value in measurements of noise in tunneling sensors. Researchers 
who have successfully implemented any tunneling device and are 
seeking to publish the results are strongly encouraged to report not 
just the signal measurements, but also the noise measurements. 
Both measurements are necessary to determine the applicability of 
these devices, and both measurements should be considered 
essential in any conclusive device characterization. 

A PROTOTYPE TUNNELING SEISMOMETER 

Seismology and resource exploration is currently carried 
out with inexpensive vibration sensors called geophones.[8] 
Geophones operate by detecting the velocity of a spring-supported 
coil through voltages generated as it moves through a magnetic 
field. Typical geophones have a suspended mass of 20 gm, a 
resonant frequency near 5 Hz, total dimensions of order 3 cm 
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diameter x 5 cm tall, a mass of 100-200 gm, and a cost of under
$50. The suspension within the geophone uses circular BeCu leaf
springs and is significantly stiffer in the cross-axis directions than
along the sensitive axis. Near their resonant frequency, geophones
can detect acceleration as small as I0·9g when operated with a 10
Hz bandwidth. As such, the geophone represents a very mature,
high performance technology. It would be very difficult to
micromachine such a device, because the low resonant frequency
would require a very compliant flexural support and a large
suspended mass. Significant reduction of the mass would degrade
the performance of the sensor because thermal noise increases as
1/✓m, and would be greater than 10-9 g1✓Hz for m< 2 gm.[9]

Because the transducer measures coil velocity, at
frequencies away from the resonance, the sensitivity degrades
linearly with frequency. This poses a problem for seismology
because many interesting signals occur at frequencies well below 1
Hz, where geophone sensitivity is poor. One method for
improving the low-frequency performance is to introduce a
position transducer, and use the magnet/coil system to generate a
rebalance force to hold the coil position constant. To resolve
acceleration signals near 10·9g at frequencies below 5 Hz, the
displacement transducer needs to resolve deflections of:

A 10·8 rn/s2 

!:::,.Z = ro 2 = (21t 5Hz)2 = 
0.lA. (3)

0 

This is within the performance capabilities of the tunneling
transducer, according to the data presented in Fig. 2 above. The
tunneling transducer includes the advantage that the amplification
and feedback circuitry can be implemented using discrete circuit
elements, and does not need to be highly integrated in order to
operate with the necessary performance.

Figure 7 shows a cross-section of a geophone which has
been modified to include a tunneling position transducer. One
electrode of the tunneling transducer is supported by the geophone
case, and the other is attached to the moving coil. The position of
the moving coil is controlled by passing a servo current through the
coil. When there is an external acceleration, the servo force will
balance the inertial force, thereby keeping the relative position of
the coil constant.

Leaf 
Geophone 
Housing Cylinder 

Figure 7. This drawing shows the internal structure of a 
geophone, and the modifications made to attach tunneling 
electrodes to the device. 

As described elsewhere [7] there is no need for
sharpened tips in a tunneling transducer. In this device, we have
experimented with several geometries, including tunneling
between the edges of a crossed pair of wires, between the end of a
wire and a flat electrode, or between the side of a bent wire and a
flat metal electrode. We have focused on these rather crude
architectures because the low resonant frequency of the geophone
will prevent the implementation of wide-bandwidth control.

During operation, motion of the tunnel tip leads to a
change in tunnel current, which is converted to a voltage through a
10 MQ resistor. An electronic control circuit (to be designed in the
near future) generates a control voltage which is applied to the
suspended coil in the geophone. If the control circuit is working
properly, the inertial force on the coil (F = mA = 0.2 N/g for a 20
gm mass) will be balanced by the electromagnetic force on the coil
(F = 0.02 NN), so the sensitivity will be given by

av aF S
= 

oF oA 
= 

(50 V/N)(0.2N/g)
= 

10 V/g. (4)

We have begun testing the prototype tunneling seismometer. We
have encountered some difficulty implementing a controller which
actually maintains a steady tunneling current because of the low
resonant frequency of the proof mass One version of the control
circuit operates with a large oscillation above 300 Hz, in which the
tunneling electrodes are alternately too far apart or in contact. Low
frequency acceleration signals cause the controller to adjust the
duty-cycle of this oscillation. By filtering the output, it is possible
to detect low-frequency oscillations with this system. In a
preliminary experiment, we confirmed the sensitivity of I0V/g, and
recorded the noise spectrum shown in Fig. 8. For frequencies
below 15 Hz, the resolution of this "almost"-tunneling geophone is
already near 1 µg/✓Hz, which is an excellent early result, and is
competitive with good lab-grade accelerometers. With stable
feedback control of the tunneling current, the fraction of the time
that the sensor is tunneling can be increased dramatically, and we
expect to achieve resolution approaching 10-9 g/✓Hz. If successful,
we plan to bring an operational tunneling geophone to our poster at
the conference.

Frequency (Hz)

Figure 8 This graph shows the noise spectral density recorded at 
the output of the tunneling geophone. Since this device has a 
sensitivity of JOV/g, the resolution is near 1 µg/VHz across much of 
this low frequency range. 
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SURFACE MICROMACHINED TUNNELING 

TRANSDUCER 

To understand the sources of noise in tunneling devices, 
we have been interested in the development of test devices with 
structures other than the membrane device. One interesting 
approach is based on the work of Kobayashi and Fujita,[10] in 
which surface micromachining has been used to build a "Lateral 
Tunneling Unit". In their device, an electrostatic comb-drive is 
used to deflect a metal-coated polysilicon "finger" towards a fixed, 
metal-coated electrode. 

We have used the MCNC MUMPS process for surface 
micromachined polysilicon structures, and have evaporated 
Ti/Pt/Au metallization onto the structures after the HF-release step. 
This metal layer recipe provides good adhesion to the surface, an 
excellent diffusion barrier to prevent silicon diffusion through the 
gold, and a clean gold surface for the tunneling contacts. By 
evaporating after release, we rely on the overhanging polysilicon of 
each structural layer to provide shadow-mask isolation between the 
electrodes. Using this process, we are able to achieve the 
necessary clean metal electrodes, electrical isolation, and 
mechanical control that is necessary for the operation of a 
tunneling device. Figure 9 shows a drawing of the device design. 

Difficulties encountered during early testing of this 
device have included stress in the evaporated metal layer which 
causes out-of-plane warp in the released structures. We 
recommend use of bdth structural polysilicon layers in the 
MUMPS process to stiffen the released structures, and careful 
minimization of the metal layer thickness. In our metal process, 
good metal electrodes can be achieved with as little as 
soA/soA/sooA of the Ti/Pt/Au, respectively. 

Preliminary testing of these devices is underway. 
Limitation of the out-of plane warp through the use of the 2-layer 
poly and minimization of the metal layer thickness has produced a 
device which acts as a reliable relay. Implementation of feedback 
control is underway, and we will present recommendations for 

Fixed Electrode 
Suspended Tip 

Gold 

Figure 9 This drawing shows the method for obtaining tunneling 
electrodes from a comb drive-supported tip and a fixed electrode. 
The overhang which results from the release etch forms a natural 
shadow mask. The metals are evaporated with the sample mounted 
on a tilted planetary mount, so that the facing edges of the 
tunneling contact are partially coated. (After Kobayashi, et. al. 

[10)). 

feedback control in a subsequent publication. Once successful, a 
complete description of this device and its performance 
characteristics will be published as well. A significant advantage 
of fabrication of a test tunnel sensor structure through the MCNC 
process is that it will enable many new researchers to begin 
experimentation with tunneling devices. 

INTEGRATED TUNNEL CONTROLLER IN STANDARD 

CMOS 

In a previous publication, we have described a simple, 
discrete-component circuit which can be used to provide wide
bandwidth control for the membrane tunneling transducer. In this 
work, we report on work towards a single-chip control circuit for 
this device which can be made through MOSIS or the Stanford in
house CMOS process. 

While tunneling servo controllers can be quite simple to 
build from discrete components, these embodiments cannot 
generally be directly integrated. The tunneling current must be 
sensed and converted to a voltage. In discrete circuits this is 
accomplished with a large-value resistor (I0MQ), which would use 
significant area in an integrated form. In addition, the common 
method to develop large resistances, well-implant snakes, would 
have prohibitively large leakage to substrate. Therefore we are 
developing a replacement for this component. We have 
constrained our search to implementations in common industrial 
CMOS, and assume that special purpose resistors and high quality 
bipolar devices are not available. 

Many options are available for this application, including 
switched capacitor techniques, scaled current mirrors, and others. 
We have elected to convert the tunneling current to a voltage by 
dropping the current across a forward biased diode. Because of the 
logarithmic nature of the diode, this develops an easily measured 
voltage. Advantages of this approach include the small silicon area 
required by the diode and the high effective impedance of the 
diode at the small tunneling currents. At a current of a few nA, a 
diode will exhibit a bias of a few hundred millivolts, an equivalent 
(linearized) resistance on the order of a hundred megohms. This 
large equivalent resistance reduces the gain requirements of the 
amplifier stage. Also, the exponential dependence of tunneling 
current with tunneling gap displacement is linearized by the 
logarithmic diode, so displacement in the tunneling gap is roughly 
proportional to the developed voltage. 

The forward current vs. voltage for a diode varies 
strongly from device to device and with temperature. Therefore, 
the control voltage must be generated and temperature 
compensated. The direct approach would be to drop a reference 
current across a reference diode identical to the sense diode and 
servo to the voltage across the sense diode to the voltage developed 
across the reference. While conceptually simple, developing the 
small well regulated reference current can be difficult in CMOS. 
Instead, we employ a method of scaling a voltage developed across 
matched diodes at larger currents. 

The servo controller employs simple integral feedback 
with a bandwidth-limited op-amp topology. Since the electrostatic 
feedback of present tunneling transduces requires large drive 
voltages, we include a high voltage class A output stage built with 
a high-voltage-FET transistor [11]. This transistor employs a 
lightly doped drain structure built from standard well implant to 
provide a high breakdown voltage. It can be fabricated in standard 

84



CMOS and provide over 100 V drive in our MOSIS parts and 60V 
drive in our in-house CMOS. 

The components of the circuit have been developed and 

tested and the circuit has been fabricated and is now under test. 

CONCLUSIONS 

In the past 2 years the pace of tunnel sensor development 

has quickened. Our research activities have been focused on the 
determination of the fundamental characteristics of tunneling 

transducers, and on the development of techniques to support 
commercialization. Recent low-frequency noise measurements 
have proven that the drift in tunnel sensors can be low enough to 
be dominated by thermal-mechanical effects in the supporting 

structure, and that the fundamental stability of these transducers is 

remarkably good. This work illustrates the importance of noise 
measurements for device performance characterization and points 

the way to performance improvements. We plan to continue and 

extend these measurements to include studies over wide 
temperature ranges and in the presence of vacuum and other 

controlled environments. 

In parallel with the noise studies, we have begun 
development of a tunneling seismometer, and have presented some 
early, very encouraging results. In addition, we are developing a 
tunnel sensor fabrication process which can be carried out at 

MCNC. Finally, we are developing a single-chip, CMOS

compatible tunnel sensor control circuit which can be obtained 
through MOSIS. Availability of these devices through foundries 
should further quicken the pace of tunnel sensor-based device and 

product development. 
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ABSTRACT 

An aluminum micromachined variable capacitor is proposed 
as the tuning element in voltage-controlled oscillators (VCOs) in 
applications such as cellular phones. Compared to the traditional 
solutions relying on varactor diodes, this approach is amenable to 
monolithic integration in a standard electronic circuit process with
out sacrificing performance. An experimental device consisting of 
four parallel microstructures is tunable between 2.11 pF and 2.46pF 
with a 5.5V DC tuning voltage. At 1GHz, the quality factor (Q) is 
62, limited by the resistive loss in the interconnect traces. 

INTRODUCTION 

Increased demand for wireless communication motivates a 
growing interest in monolithic all-CMOS personal communication 
transceivers [1]. Sub-micron technologies meet RF circuit speed 
requirements, but still depend on off-chip components to implement 
some key building blocks. Off-chip devices result in increased fab
rication cost and power dissipation, and reduced reliability. 

The various cellular phone standards, for example, require 
VCOs with frequencies in the low Gigahertz range and a tuning 
range of 50 to 100MHz. Channel spacing of only 30KHz calls for 
extremely low phase-noise of the oscillator. Monolithic solutions 
based on ring oscillators [2] cannot meet this requirement. Since 
the phase-noise exhibited by this type of oscillator is a function of 
power dissipation rather than electronic circuit speed, little 
improvement can be expected from future technology scaling. 

Current VCO designs in personal communication devices 
rely on an off-chip LC tank circuit with a Q of at least 10 to meet 
the low phase-noise requirements. Typical element values are on 
the order of 2pF for the capacitor, and 6nH for the inductor. Fre
quency tuning is achieved by modulating the depletion width of a 
varactor diode. Unfortunately, this solution has been proven diffi
cult to realize in monolithic form. While in recent years substantial 
progress has been made to improve the quality of on-chip spiral 
inductors, high-quality varactor diodes require special materials 
that are not available in standard IC processes and hence are not 
suited for monolithic integration. Silicon diodes suffer both from 
an excessive series loss and hence low quality factor, and from a 
limited tuning range [3]. 

In this paper, a new solution based on a micromachined paral
lel-plate variable capacitor is proposed. The device consists of a 
thin sheet of aluminum suspended in air approximately l .5µm 
above the substrate. A DC voltage results in an electrostatic force 
pulling the movable plate closer to the substrate, hence increasing 
the capacitance. Theoretically, a tuning range of up to 50% can be 
achieved. The required tuning voltage can be chosen by appropri
ately dimensioning the suspension. This represents an important 
advantage over varactor diodes which have a tuning range that is a 
strong function of the supply voltage. For a typical 3V maximum 
tuning voltage, the adjustment range of varactor diodes usually can-

not cover both the required oscillator tuning range plus typical man
ufacturing tolerances; hence, it requires (manual) tuning. 
Compared to varactor-based oscillators, a larger oscillation ampli
tude is possible with micromachined capacitors for two reasons. 
First, unlike the varactor, the proposed capacitor does not have the 
potential problem of becoming forward-biased. Second, it does not 
suffer from high-frequency distortion because of its mechanical 
damping. 

Despite the better mechanical properties and the vast experi
ence with polysilicon microstructure fabrication [4], aluminum [5, 
6] is used as the structural material in this work for several reasons.
First, its lower sheet resistance is critical to minimize ohmic losses
and guarantee an adequate quality factor. The second key advan
tage of aluminum is the low processing temperature of only 15e>°C
for the proposed fabrication procedure. Because of this, the vari
able capacitors can be fabricated on top of wafers with completed
electronic circuits without affecting device characteristics. This is
particularly crucial in applications such as RF where the availability
of the most recent IC technology is a critically competitive advan
tage. The inferior mechanical properties of aluminum compared to
pol ysilicon are not critical for this application.

MICROMACHINED VARIABLE CAPACITOR 

Figure 1 shows top and cross-sectional views of the variable 
capacitor. It consists of a thin aluminum plate suspended in air 
nominally 1.5µm above a bottom aluminum layer and anchored 
with four mechanical folded-beam suspensions acting as springs. 
The folding relaxes the stress in the film and thus reduces the 
warpage [7]. The symmetry also avoids systematic tilt of the struc
ture. The warping is mainly caused by the thermal expansion mis
match between the sacrificial material (photoresist) and the top 
aluminum layer. The elevated temperature during the deposition 
and subsequent cooling to the room temperature further contributes 
to a built-in strain gradient in the aluminum film and causes the 
structure to warp after removal of the sacrificial layer. 

The chosen plate size of 200 by 200 µm2 and l.5µm nominal 
air-gap result in a nominal capacitance value of approximately 
200fF. These dimensions represent a compromise between the 
achievable capacitance value and the maximum structure size that 
can be fabricated reliably without excessive warping. Difficulties 
in removing the sacrificial material preclude a smaller air-gap 
despite the potential for higher capacitance density and hence 
smaller overall size. The achieved dimensions present a substantial 
advance for micromachined aluminum structures. Previously 
reported results describe much smaller structures with larger gap 
size [5, 6]. 

A DC bias voltage applied across the capacitor results in an 
electrostatic pull-down force and consequent reduction of the air
gap. The suspended plate can be pulled down at most by 1/3 of the 
original gap size before the pull-down force exceeds the mechanical 
restoring force causing the plate to be pulled all the way to the sub-
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strate. This corresponds to an up to 50% increase in capacitance 
value. 
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Figure 1. a) Top view, b) cross-section 
of a micromachined variable capacitor 

a) 

In RF transceivers, the DC tuning voltage is typically limited 
to 3V or less by the supply voltage. Assuming a l .5µm nominal 
gap size and 80ng mass of the 200 by 200 µm2 plate, this calls for a 
suspension spring constant of 3.8N/m and corresponds to a resonant 
frequency of 35KHz. The suspension consists of four beams of 
lO0µm length and 20µm width. 

To demonstrate the concept, four variable capacitors are 
wired in parallel to obtain a 400tF tuning range and a 800tF nomi
nal capacitance (Figure 5). The actual overall capacitance is larger 
because of fixed parasitics. A Q of at least 40 at l GHz is needed to 
achieve a similar performance as a discrete varactor diode. This 
corresponds to a total series resistive loss ofless than 2Q. 

Figure 1 b shows the parasitics capacitances, Cn, and CBP. 
between the top and bottom plates of the variable capacitor and the 
substrate. In a VCO application, the bottom plate is grounded and 
CBP is therefore shorted. However, the top-plate parasitics, GrP, 
appear in parallel with the variable capacitor. This not only reduces 
the tuning range, but can also lower the quality factor of the overall 
capacitor. These problems are alleviated with a separated alumi
num layer directly on the silicon substrate isolated from the capaci
tor bottom-plate with a 4µm thick oxide. The thick oxide 
minimizes the value of the parasitic capacitance. The aluminum 
layer shields the parasitics from the lossy substrate, thus ensuring a 

high Q. Possibly the aluminum ground plane could be replaced 
with an interconnect aluminum layer to eliminate some fabrication 
steps. 

In this design the bottom-plate aluminum extends from the 
anchor under the suspension up to the edge of the movable plate. 
This conservative design has been chosen to prevent the capacitors 
from shorting out when the suspension touches the bottom plate. 
However, it results in a relatively large parasitic capacitance of 
220tF for all four suspensions and substantially reduces the tuning 
range. The capacitor shorting has been found not to be a problem in 
experimental devices. In the next version, the layout shown in Fig
ure 2 will be used, resulting in an increase of the variable capaci
tance by about l 00tF and a decrease of Cn, to 70tF. The 
interconnect traces of the four individual capacitors shown in Fig
ure 5 add approximately 280tF parasitic capacitance and 0.7Q and 
0.3 Q series resistance to the wiring of the top and bottom plates 
respectively. 

Al layer under 
suspension 

Anchor 
Cross-Section 

Figure 2. Suggested new layout 

FABRICATION PROCESS 

To experiment with the processing, the variable capacitor has 
first been fabricated on a bare silicon wafer. Fabrication on top of 
completed electronic circuits is planned as a next step. 

Figure 3 illustrates the process flow. First, a lµm thick alu
minum film is sputtered onto the bare silicon wafer to form a low
resistance ground plane. Next, a 4µm low-temperature oxide is 
deposited (Fig. 3a). The bottom plate of the capacitor and intercon
nect trace consist of another lµm thick sputtered aluminum film 
(Fig. 3b). Wet etching is chosen to pattern this layer since the lat
eral dimensions of the structures are not critical. A l .5µm thick 
photoresist serves as a sacrificial layer. This material offers excel
lent control of thickness and uniformity, is photo-definable and easy 
to process. Contact windows to the bottom aluminum are opened in 
the resist (Fig. 3c). Then it is baked at 120°c for 45 minutes to pre
vent out-gassing during the subsequent deposition of the top alumi
num layer. Longer baking time would result in hardening of the 
resist and consequent difficulties in its removal. The final lµm alu
minum layer is sputtered on at a reduced power and also wet etched 
since a plasma dry etch would cause the sacrificial layer to outgas. 
This layer forms anchors to the bottom aluminum inside the contact 
windows through the resist (Fig. 3d). In addition, it is deposited on 
all interconnects to lowir the resistance (not shown in the figure).
Etch holes of 2 by 2µm size spaced 1 0µm apart ensure a complete 
removal of the sacrificial photoresist. 
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At this point, the wafers are coated with photoresist to protect 
against particulates during dicing. After dicing and removal of par
ticulates, the protective resist and sacrificial layer are removed with 
an oxygen-based dry etch, thus releasing the capacitor top-plate 
(Fig. 3e). 
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Figure 3. Process flow of the post-CMOS 
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a) ground plane (lµm aluminum) and LTO deposition,

b) first aluminum layer deposition (lµm) and patterning,

c) photoresist sacrificial layer (1.5µm),
d) second aluminum layer (lµm) with anchor,

e) released structure after etching photoresist.

The oxygen gas pressure and plasma power must be set care
fully to ensure a complete removal of the resist and prevent the alu
minum film from warping significantly. The structure heats up to 
1so

0
c during the 180-minute long etch. An optimal pressure of 

500mT and 150W power have been determined experimentally. 
The dry etching process virtually eliminates the problem of the 
structure sticking to the substrate. This is an important advantage 
over the wet release procedure typically used with polysilicon 
microstructures. 

EXPERIMENT RESULTS 

Figure 4 shows SEM micrographs of a single tunable capaci
tor. Optical inspection reveals doming of the capacitor top-plate. 
At the center of the structure, the gap size is 0.5µm larger than the 
nominal value of l .Sµm, and the comers are 0.3µm below the nom
inal height. 
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..... .... ... 

a) 

1! �::�1�:m 111! b) 

1.Sµm air-gap 

Figure 4. SEM of 200 x 200 µm2 micromachined

aluminum tunable capacitor 

a) Top view, b) Suspension detail

Figure 5 presents the parallel connection of four variable 
capacitor with a nominal capacitance value of 2pF designed for a 

Figure 5. Four parallel microstructures 
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experimental VCO. With a 5.SV tuning voltage, the capacitance 
value can be varied between 2. ll pF and 2.46pF. This corresponds 
to a tuning range of 16% shown in Figure 6. The tuning voltage is 
larger than the designed 3V but can be lowered by decreasing the 
width of the suspension. The tuning range can be increased by 
appropriate layout changes as illustrated in Figure 2 and described 
above. 

C [pF] 
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Figure 6. Measured capacitance as a function of 
the applied DC Bias 

Aside from the capacitance, the quality factor is the most 
important electrical parameter of the structure. It is most accurately 
determined with an S-parameter measurement. Figure 7 shows the 
Smith Chart for the four parallel structures measured with an 
HP8719 network analyzer for frequency up to 1.2GHz. The Sll 

1 

START: 0.1600GHz, STOP:l.200GHz 

Figure 7. Measured S 11 in a Smith Chart 

curve follows closely the lower-half of the unit circle, as is expected 
for a capacitor. At 1 GHz, the series resistance is 1.2n ,. This value 
only slightly exceeds the projected wiring resistance and corre
sponding to a Q of 62. It matches or exceeds the quality factor of 
varactor diodes and is at least an order of magnitude larger than that 
of a typical junction capacitor implemented in a standard IC pro
cess. 

CONCLUSION 

Aluminum micromachined variable capacitors constitute an 
attractive alternative to conventional varactor diodes as the tuning 
element in voltage-controlled oscillators for personal communica
tion devices. The proposed device meets or exceeds the perfor
mance of typical varactors and can be added to standard IC 
processes with a few simple back-end processing steps. Further 
advantages over a varactor-based solution include the possibility to 
operate at lower supply voltages and a larger oscillation amplitude. 

Unlike polysilicon micromachining processes, this technol
ogy requires no changes of the underlying IC process, a feature that 
may be attractive also for other applications, for example inertial 
sensors. The performance of such sensors has not yet been deter
mined 
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ABSTRACT 

A monolithic, surface micromachined, force-balanced 
capacitive accelerometer is presented. The mechanical sense 
element provides a true differential capacitive output allowing 
differential circuitry to be used throughout the system. Even in this 
differential topology low frequency noise and offset in position 
sense electronics appear in the output, harming bias stability and 
dynamic range. An extended feedback topology is presented to 
eliminate these problems. The effectiveness of this method is 
confirmed with experimental measurements and simulation results. 

INTRODUCTION 

Sigma-Delta micromachined accelerometers provide digital 
output, high linearity, large dynamic range, and are significantly 
less sensitive to processing fluctuations than their open loop 
counterparts as reported in [1, 2]. The digital output provided by Li 
accelerometers lends itself to embedded applications such as head 
mounted displays for computer 1/0 devices, or digital control in the 
automobile market where digital signal processing of acceleration 
measurements are desired. CMOS is desirable for building digital 
circuits due to its scalibility and low power consumption. Analog 
circuit design in CMOS, however, requires particular attention to 
low frequency flicker noise and offset. This paper addresses these 
analog circuit design issues and provides a system topology which 
solves the problem of drift and offset in Li accelerometers, 
extending the useful bandwidth of these sensors down to DC. 

A block diagram of a surface micromachined Li 
accelerometer is shown in Figure l. Above its resonant frequency 
the sense element acts as a mechanical double integrator, 
integrating acceleration twice in order to obtain position. Position is 
measured through electrical integration of charge resulting from a 
voltage pulse applied to a differential sense capacitor array [3]. The 
output of the position sense circuitry is amplified before entering a 
comparator which determines whether the proof-mass is above or 
below the zero position. Electrostatic feedback, controlled by the 1-
bit position output, force balances the proof-mass. High resolution 
is achieved by averaging, or filtering, the 1-bit output. The filtered 
output represents the amount of force needed to balance the proof
mass at the zero position. This ability to trade bandwidth for 
accuracy is the basis by which Li data converters operate [4]. 

In this paper, a fully differential Li accelerometer is first 
described. Next, sources of low frequency noise and offset are 
discussed and their effect on sensor output analyzed. A method for 
cancelling low frequency noise and offset in the position sense 
circuitry is then presented. The effectiveness of this method is 
confirmed with measurement results from a fabricated device and 
computer simulations. 

A FULLY DIFFERENTIAL U ACCELEROMETER 

A block diagram of a fully differential, surface micromachined 
Li accelerometer is shown in Figure 1. A schematic diagram of the 

. differential sense capacitor array used for sensing position is shown 
in Figure 2. Sense capacitors are formed between stationary comb 
fingers and the proof-mass comb fingers, which act as a common 
node to the sense capacitors. Common centroid layout of the sense 
capacitors provides first order cancellation of off-axis translational 
and angular accelerations [3]. The U loop is implemented as a 
sampled data system, allowing time multiplexing of different 
phases for sensing and feedback. Position is measured by applying 
a voltage pulse to the proof-mass and integrating the resulting 
charge difference [3, S]. A fully differential charge integrator is 
used for position sensing, providing a differential output voltage 
directly proportional to proof-mass displacement. The output of the 
charge integrator is amplified by a preamp before entering a 
comparator. The comparator provides additional amplification of 
the small voltage difference from the preamp output and 
incorporates a regenerative latch to determine the sign of small 
voltage differences. A regenerative latch utilizes positive feedback 
to convert small voltage differences to digital output values 
providing the one-bit ND conversion necessary for a Li converter. 

The closed loop system is unstable without compensation, as 
described in [6]. Compensation of this system is accomplished in 
the feedback path via a 2-tap FIR lead filter, which provides 27 
degrees of phase lead at one quarter the clock frequency (f /4). The 
2-bit output of the compensator is converted to an analog voltage
by an on chip DIA converter. This analog voltage provides
electrostatic force feedback during the feedback phase of the cycle
through a separate set of comb fingers.

All circuit components are integrated with the polysilicon 
proof-mass on the same die, except the external clock generator. 
Off chip clock generation allows comparison of system 
performance with and without the drift cancellation technique 
discussed in the section on noise and offset cancellation. 

NOISE AND OFFSET 

Noise and offset enter at the mechanical sense element as well 
as in the position sense interface. Through linear system analysis 
the transfer function between noise injected at the sensor (N/ in 
Figure 1) and the output may be found to be unity, while noise 
injected in the position sense interface (refered to N/ in Figure 1) is 
shaped by the inverse of the proof-mass transfer function. For a 
pure double integrator, corresponding to an unconstrained mass in a 
1:li accelerometer, the transfer function between electrical noise at a 
frequency !injected in the position sense interface and the output is 
(21tJP. Noise power is attenuated by (21tJJ4, the square of the noise 
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N/ (Mechanical Noise) Nf (Electronic Noise and offset) 

Sense Element Pos�ion Sense_ 

EleclrOSlalic Compensator 
Force Transducer 

Preamp Comparator 
and Laich 

Dout 

Figure I "£.!:,.force feedback loop. Mechanical (N/) and Electrical 
( N/) noise sources shown. Electrical noise sources referred to N/. 
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Figure 2 Schematic of fully differential, common centroid, sense 
capacitor a"ay. Drive capacitors not shown for clarity. 

transfer function. This relation shows noise and offset are greatly 
attenuated at low frequencies. This is also approximately the case in 
r.!:!J. voltage AID converters, where the integrator pole is set by
opamp gain and can have a very low frequency. However, for 
surface micromachined sensors practical considerations such as 
warpage and shock survival set a lower bound of several kHz on the 
natural frequency of the sense element. This results in a noise 
shaping characteristic in which attenuation of sensor interface noise 
stops for frequencies below the proof-mass resonant frequency. 

Brownian motion, due to the small mass of the sensor, results 
in a white acceleration noise in the sense element. At atmospheric 
pressure the Brownian noise for the sensor described in this paper is 
approximately 200 µg/✓Hz. This may be attenuated by running the 
accelerometer in a vacuum. Mismatch between sense capacitors 
provides a DC offset indistinguishable from an acceleration input. 
Typically this mismatch is a relatively small percentage of the sense 
capacitance due to good matching commonly achievable with 
modern photolithography. 

Noise and offset in the sense electronics can be quite large 
however, especially in a CMOS technology. Flicker noise in the 
input transistors of CMOS amplifiers usually starts to dominate the 
electrical noise below several hundred kilohertz, with noise power 
increasing proportional to the inverse of frequency. For example, 
flicker noise from the input transistors of the preamp, when referred 
to the output, results in a measured output noise of approximately 2 
mg/✓Hz at I Hz for this sensor. In addition input voltage offsets due 
to threshold voltage variations and transistor size mismatch, 
typically on the order of 15mV, generate an output signal of order 2 
g, substantially reducing the dynamic range of the system. Changes 
in temperature affect this amplifier offset resulting in a temperature 

dependent offset at the sensor output. 

N/ (Mechanical Noise) Nf (Electronic Noise and offset) 

Electrostatic 
Force Transducer 

Compensator Inner Feedback Loop 

Figure 3 r.!:!J. force feedback loop with drift cancellation circuitry. 
Noise and offset from electronics are refe"ed to the node labeled 
N/_ 

NOISE AND OFFSET CANCELLATION 

The fundamental reason for poor rejection of low frequency 
noise and offset in the topology shown in Figure I is the high 
resonant frequency of the proof-mass. At frequencies below the 
sense element resonant frequency electrical interface noise appears 
in the output attenuated by a constant factor equal to: 

froutput [ Cpl! ]
2 

-;r = ( d ) , CO<COn 
i dxC

s Vs
(1) 

where con is the natural frequency of the sensor, Ci is the 
capacitance of the charge integrator, Vs is the sense pulse
magnitude, and dC/dx is the differential change in sense
capacitance for a proof-mass displacement. The sensitivity, dC/dx, 
as well as minimum achievable resonant frequency is set by the 
micromachining technology. Settling constraints in position sense 
electronics set the value of Ci for a given CMOS technology and 
sense capacitance. Increasing the sense pulse voltage improves 
performance only to a point dependent on technology and sampling 
rate. Further increases harm performance due to distortion imparted 
on the proof-mass during the sense part of the cycle [6]. 

Addition of a separate feedback loop to the system can 
drastically improve the noise transfer function between the sense 
electronics and the output. Figure 3 shows a diagram of the drift 
cancellation loop incorporated in the r.!:!J. accelerometer. This inner 
loop is a purely electrical realization of a first order sigma-delta 
converter. As such the integrator pole of the noise shaping element 
may be made arbitrarily low. Thus the transfer function between 
sense position electronic noise and the output will decrease with 
decreasing frequency down to arbitrarily low frequencies for the 
inner feedback loop. 

By adding one additional clock phase the integrator pole of the 
inner loop may be used to attenuate offset in the position sense 
interface. During phase I the sense capacitors are zeroed, the 
position sense electronics are allowed to settle and the comparator 
is clocked. At this point the comparator is unaffected by the 
position of the proof-mass, since no sense pulse has been applied. 
Any offset present in the sense electronics will cause the 
comparator output to change sign in the direction of the offset. The 
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Figure 4 Simulation of a 15mV preamp offset in a 1.9 kHz bandwidth 

with and without cancellation. Without cancellation the DC output is 

at J.Bg reducing the useful dynamic range of the sensor. 

Simulated Output Power Spectral Density - Drift Cancellation Off 

Frequency (Hz) 

Simulated Output Power Spectral Density - Drift Cancellation On 

Frequency (Hz) 

Figure 5 Simulation of 1:.1. accelerometer with low frequency colored 
noise. The top plot (a). without drift cancellation shows coupling of 

low frequency noise directly to the output. The inner feedback loop 

attenuates this noise as shown in the bottom plot ( b ). 

comparator output is negatively fed back to the voltage integrator 

driving the output of the voltage integrator in the opposite direction 
of the offset. After many cycles the value needed to just cancel the 
sense interface offset is reached at the voltage integrator output. At 
this point the comparator output alternates sign every cycle. The 
voltage integrator gain is chosen so perturbations from this 
oscillation are below the quantization noise floor of the outer l:� 
loop. Low frequency noise, which may be thought of as a slowly 
varying offset, is canceled in exactly the same manner as a 
stationary offset. 

During the second, or sense phase, a voltage pulse is applied to 

the sense capacitors, the electronics are allowed to settle, and the 
comparator is clocked again. Note the voltage integrator, from the 

inner feedback loop, is still connected to the summing block at the 
preamp input. Its value is added to the input of the preamp during 
this phase, cancelling offset and low frequency noise from the sense 
circuitry. Since the sense pulse is not applied during phase 1, the 
voltage integrator in the inner loop does not respond to changes in 
sense element position. Thus the desired signal, from capacitance 
differences in the differential sense capacitor array, remains 

unattenuated. The corrected digital output is used for feedback 
during phase 3, which completes the cycle. 

I _, �l �,•·. 

Figure 6 Die photo of fully differential surface micromachined 

accelerometer. The proof-mass is 400µm x 400µm and weighs 
0.2 µgrams. 

RESULTS OF SIMULATIONS 

The system has been modeled and simulated in MATLAB. 
Figure 4 shows simulated rejection of a 15 mV preamp offset with 
zero input acceleration. Without cancellation the DC output is 1.8 g 
out of a full scale range of +/- 3.5 g, reducing the useful dynamic 
range of the sensor. When cancellation is turned on the output of 
the sensor is brought to zero. 

Figures Sa and Sb are power spectral density (PSD) plots of 
the complete sensor output spectrum with colored noise added at 
low frequency to simulate the effect of flicker noise in the position 
measurement interface. Because U converters are oversampled, 
the sensor output will be filtered and downsampled to a smaller 
useful bandwidth. For this sensor the downsampling ratio is on the 
order of one-thousand times. The top plot, without drift 
cancellation, shows coupling of low frequency noise directly to the 
output in typical sensor bandwidths of up to 1 kHz. The inner 
feedback loop attenuates this noise as shown in the bottom plot. 

MEASUREMENT RESULTS 

A die photo of the differential test accelerometer is shown in 
Figure 6. Table 1 lists important accelerometer specifications. For 

evaluation the accelerometer is mounted on a vibration table and 

excited with a sinusoidal input signal. A reference accelerometer 
mounted beside the test accelerometer is used for calibration of the 
test acclerometer. The one-bit output is decimated with a digital 
signal processing card connected to a workstation. Data analysis to 
determine signal to noise ratio and generate power spectral density 
plots is done off line with MATLAB. 

This accelerometer has been tested with and without drift 
cancellation circuitry enabled. Figure 7a shows measured power 
spectral density of the sensor output with drift reduction circuitry 
disabled. A 110 mg RMS input signal at 16 Hz is used as a 
reference. Flicker noise from the preamp input dominates the noise 
floor below 3.2 Hz. At 0.1 Hz the noise floor due to 1/f noise in the 
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Figure 7 Measured output spectrum. The top plot (a), without drift 
cancellation, shows coupling of preamp noise directly to the output. 
The inner feedback loop cancels this noise as shown in the bottom 
plot (b ), providing 13 dB improvement in the noise floor at 0.1 Hz. 
The two peaks are 110 mg RMS reference inputs at 16 Hz used for 
calibration. PSD constructed from 415 second data train. 

preamp has risen 13 dB to 5 mg/✓Hz. To obtain this plot an offset 
voltage added to the auxilliary stage of the preamp had to be 
manually adjusted to bring the sensor output to mid -scale, since 
mismatch in the sense interface caused the sensor output to saturate. 

Figure 7b shows the measured sensor PSD with drift reduction 
enabled. The elimination of 1/f noise in the output is clearly 
demonstrated by the flat power spectrum. The offset necessary to 
bring the output to the center of its range was automatically 
provided by the inner feedback loop. 

CONCLUSIONS 

The relatively high resonant frequency typical of surface 
micromachined accelerometers reduces attenuation of low 
frequency noise and DC offset from the electrical position sense 
interface. This noise and offset appear in the output and reduce bias 
stability as well as dynamic range. A time multiplexed, dual 

Table 1: Accelerometer Specifications 

Parameter Value 

Process 3µmHtLMU:S 
Power Supply 3.7 mA@5V 
Die Size 3mm x 3mm 
Full Scale +/- 3.5 g 
Noise Floor (fs = 500 kHz) 500µgNHz 
Sense Pulse = 2.5V 
Noise Floor (fs = 250 kHz) l.6mgNHz
Sense Pulse = 1.25V 
Resonant Frequency 8.1 kHz 
Proof-Mass 0.2µgram 
Total Sense Capacitance 8 4fF 
Sensitivity 64fF/µm 

feedback loop U topology has been presented using an electrical 
voltage integrator to provide cancellation of noise, offset and drift in 
position sense electronics. Proof of efficacy has been demostrated 
both through simulation and measurements from a fabricated 
device , with an observed 13dB improvement in output noise at 0.1 
Hz. 
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ABSTRACT 

A new electromagnetically driven peristaltic micropump on 
a silicon wafer with a low driving voltage less than 3 volts has 
been designed, fabricated, and tested. To construct the 
micropump, electromagnets on a Pyrex glass wafer and 
micropump parts on a silicon wafer are separately fabricated, 
and then assembled together using low temperature polymer 
bonding techniques. This new fabrication technique of 
magnetic microactuators using low temperature post-bonding 
techniques provides a flexible and unique approach in realizing 
various magnetic MEMS devices. The realized magnetic 
micropumps have been functionally operated in peristaltic 
motions with a DC 300 mA and 3 volts allowing bi-direction 
pumping flows. The maximum attainable flow rate was 

approximately 20 µl/min at 5 Hz. In this work, a new 

electromagnetically driven bi-directional micropump has been 
successfully realized on silicon wafers. 

INTRODUCTION 

There has been a large demand for a micropump which has a 
high flow rate with a low driving voltage. Most micropumps 
which have been realized to date are suffering from high driving 
voltages to attain high flow rates depending on their 
application targets. In specific, if a micro fluid regulation 
system is sharing a power supply with signal control or 
processing IC chips which require less than 3-5 volts, low 
driving voltage of micropumps is critically essential in 
practical applications. If the driving voltages of the 
micropump require those high values that would not be 
attainable from the power supply with the IC chips, the 
micropump system must require an extra power supply or 
voltage regulator. Furthermore, micro fluid regulation systems 
for biomedical or biological applications such as portable or 
implantable drug delivery systems require low driving voltages, 
since electrical breakdown hazard from the high voltages is 
seriously concerned due to its safety issues. 

Micropumps which have a function of bi-directional fluid 
driving mechanism are usually required in biomedical or 
chemical analysis systems [I], where the bi-directional 
pumping actions are using to produce either a washing flow or a 
sampling flow. For a preliminary bi-directional magnetic 
micropump, a peristaltic micropump [2-4] using magnetic 
variable-reluctance principles has been designed and fabricated 
in this work. Thus, the micropump fabricated in this work 
consists of an electromagnetically actuated pump chamber and 
two peristaltic microvalves as shown in Figure I. By 
controlling the exciting sequence of the two valves and the 
pump chamber, its pumping operation can be achieved as well 
as its flow directions can also be changed. Magnetic forces 
have been used for the microactuators which require low driving 
voltages as well as large driving forces [5-7]. 

In this work, a new proto-type magnetic microactuator as 
shown in Figure 2 has been proposed and realized using both 
bulk micromachining and wafer bonding techniques, where 
magnetic forces can be produced between the electromagnets and 
the permalloy films plated on silicon diaphragms (i.e., 
permalloy/silicon diaphragm or magnetic diaphragm). When a 
current is applied to the inductor mounted on a glass wafer, the 
permalloy/silicon diaphragm is attracted toward the upper 
electromagnet, lifting the valve bosses and thus opening the 
valve as described in [8]. In realizing this structure, the planar 
inductors and the magnetic diaphragms are separately fabricated 
and then assembled using low temperature polymer bonding 
techniques. 

Pyrex gt.,,
sp;�

LIii flll Ill 71 
�/Wit 

Figure I. Schematic diagram of a magnetically driven bi
directional micropump. 

Silicon diaphragm Valve seat 

Figure 2. Schematic diagram of a prototype magnetic 
microactuator providing vertical actuation. 
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Pyrex glass wafers are serving as an inductor substrate as well as 
an insulation substrate which passes magnetic flux through it. 
The magnetic diaphragms and valve chambers are fabricated 
using conventional bulk micromachining and low temperature 
eutectic bonding techniques. Thus, a new fabrication technique 
in realizing magnetic microactuators based on the combination 
of bulk micromachining and wafer bonding techniques has been 
introduced, which provides a flexible and unique approach in the 
fabrication of magnetic microactuators. In this work, a new 
magnetically driven bi-directional micropump on a silicon 
wafer with a low driving voltage of 3 volts has been designed, 
fabricated, and tested. 

INDUCTOR AND PUMP DESIGN 

Several micromachined planar inductors for the 
applications of microactuators have been reported [9-11]. 
Among them, the planar spiral-type inductor [9] has a very 
favorable structural affinity to the structure of micropumps, 
microvalves, and several planar rnicroactuators which usually 
require a vertical actuation of diaphragm. The major concerns in 
designing this type of inductor are to achieve a high inductance, 
a low coil resistance, and a low magnetic field interference. In 
the spiral inductor structure, if magnetic cores with a high 
permeability encapsulate spiral coils constructing a closed 
magnetic circuit, the achievable inductance value increases due 
to the low reluctance of the inter-linked magnetic circuit 
between the coils and the cores. A micromachined planar spiral 
inductor which has fully encapsulated magnetic cores was 
reported in [9]. Accordingly, the magnetic field interference can 
be minimized, confining the magnetic fluxes in the closed 
magnetic core. However, the bottom magnetic core from the 
fully encapsulated inductor is simply removed from the inductor 
proposed in this work for micropump applications. As 
described in Figure 2, magnetic path will be completed through 
the magnetic core electroplated on a silicon diaphragm (i.e., 
permalloy/silicon diaphragm). The magnetic forces generated 
in this actuator depend on the variation of magnetic reluctance 
through this magnetic path including air gaps. A designed 
spiral inductor to be fabricated on a Pyrex glass wafer is 
described in Figure 3, where spiral conductor lines are 
encapsulated from the top with an opening path at the bottom. 

Permalloy lead wire 

i"---- Magnetic via 
Copper lead wire 

Figure 3. Schematic diagram of the designed spiral inductor. 

In order to allow bi-directional fluid flow, this micropump 
is designed to have a pump actuator and two peristaltic 
microvalve actuators as shown in Figure 4. The top wafer is 
used for diaphragms and central bosses, and the bottom wafer is 

used for valve seats, flow channels, and inlet and outlet holes. 
The valves consist of a diaphragm with a central boss which 
mates to an etched silicon valve seat, composing normally
closed diaphragm valves [8]. Silicon diaphragms have a size of 
8 mm x 8 mm. Micro flow channels which have a size of 1000 
µm x 200 µm are designed to connect between the chambers, and 
the inlet and outlet holes are designed to have a dimension of 
500 µm x 500 µm. 

Outlet Inlet 

Figure 4. Cut-view of the designed micropump. 

FABRICATION 

Planar spiral inductors were fabricated using AZ-4000 
series thick-photoresist with three mask process. The brief 
fabrication steps are described in Figure 5. 

Inductor 

(a)t: ,, :,:,*''>?, :::� , , ,,,, :r, ,.,> ,, I
Pyrex glass I

I 
■■IHI iiiiii 

I (b)�+�:>��-7�"----<�j-�#t�<·�t�1'.� 

111111 111111 
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(d)Q;?.�.g=SEJ

Permalloy 

Pump and Valve 

(g) 

(h) 

'Silicon 

(i) 

Permalloy 
/ 

G) 

I 
(k) 

Figure 5. Fabrication steps of inductors and pump parts: (a) 
deposit seed layer; (b) plate bottom conductor lines; (c) strip PR 
and seed layer; (d) insulation layer; (e) plate permalloy; (t) strip 
PR; (g) etch pump chamber; (h) etch valve seat; (i) eutectic 
bonding; (j) plate permalloy film; (k) assemble two 
components. 
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The fabrication of the inductor started with 2-inch diameter and 
IO mil thick Pyrex 7740 glass wafers. Onto the glass wafers, 
chromium (300 A) / copper (3000 A) / chromium (200 A) was 
deposited to form a seed layer for electroplating. AZ-4000 
photoresist was used to build the plating molds of spiral 
conductors with a thickness of 40 um, and then copper was 
electroplated through the molds. Upon completion of the 
plating, the photoresist was stripped with acetone, and the seed 
layer was then removed to isolate the spiral coils from each 
other. AZ-4000 photoresist was spun on the spiral coils, 
patterned for conductor via holes, and then cured at 150 °C for I 
hour to make a planarized insulation layer. Onto the cured 
photoresist, chromium (300 A) / copper (3000 A) / chromium 
(200 A) was deposited again for the seed layer of the top 
magnetic core plating. To electroplate simultaneously both the 
top magnetic core and the permalloy lead wire from vias to 
bonding pads, the similar processes used in fabricating the 
spiral conductors were repeated. Figure 6 shows the 
photomicrograph of the fabricated spiral inductor. 

Figure 6. Microphotograph of the fabricated spiral inductor 
which is taken from rear side through the glass wafer. 

Figure 7. SEM of the fabricated pump part, where the 
permalloy/silicon diaphragm is shown. 

On the other hand, the fabrication of the pump parts started 
with 2-inch { 100} silicon wafers with a silicon oxide of 1.0 µm 
following the steps described in Figure 5. Diaphragms and 
central bosses were fabricated on the top wafer using bulk 
micromachining techniques in KOH solution. To provide an 
actuation gap between the glass wafer and the silicon 
diaphragm, a silicon of 30 µm was etched from the top of the 
diaphragm, which allows an ultimate diaphragm thickness of 10 

µm. Valve seats, flow channels, and inlet and outlet holes were 
also anisotropically etched on the bottom wafers. 

To bond two wafers using gold eutectic bonding techniques, 
both wafers were deposited with titanium (300 A) / gold (3000 
A) layer and then bonded together at 380 °C for IO minutes.
Upon the completion of the bonding, chromium (300 A) /
copper (3000 A) / chromium (200 A) seed layer was deposited on
the top of the diaphragm for the plating of the magnetic film. A
nickel-iron permalloy of 7 µm thick was plated as a magnetic
film on the silicon diaphragm [6, 12) to construct a
permalloy/silicon diaphragm. Figure 7 shows scanning
electron micrograph of the bonded diaphragm and valve seats,
where the diaphragm has a size of 8 mm x 8 mm x 17 µm in
square shape. 

Finally, the separately fabricated spiral inductors and pump 
parts were assembled using low temperature polymer bonding 
techniques [13). The micropump were diced into chips and glass 
pipes were attached on both the inlet and the outlet. Figure 8 
shows the photograph of the micropump mounted on a 
packaging for test. 

Figure 8. Microphotograph of the assembled micropump which 
is mounted on the package for test. 

EXPERIMENTAL RESULTS 

To evaluate the fabricated inductors, the planar inductors 
fabricated on the glass wafers were diced into chips. The chip 
was mounted on a ceramic package, and then the inductance of 
the device was measured using an HP-4192A impedance 
analyzer. For a typical 20-turn device of 8 mm x 8 mm in area, 
an inductance of approximately 1.7 µH was measured at 10 KHz 
from the fabricated spiral inductor. The measured inductance 
versus frequencies is plotted in Figure 9. The measured 
conductor resistance was approximately 3 ohms which allows a 
high exciting current with even low driving voltage less than 3 
volts. 

A preliminary pumping test was performed for the 
fabricated micropump using DI water. The DI water was supplied 
through the inlet and outlet glass pipes with an inside diameter 
of 1.5 mm. Using a power MOSFET micropump driving circuit, 
three phase square waves were applied to the pump in keeping 
the exciting sequence to achieve a sequential peristaltic 
micropump action. The pumping flow rate of the pump was 
evaluated by measuring the total amount of pumped fluid for a 
given duration at a fixed driving frequency. The measurements 
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were repeated over a frequency range of magnetic diaphragm 
actuation from I Hz to 20 Hz. 

10..-....................... ,,_,...... ..... ______ _, 

. 1 i...... ............. _ ....... _.....__..,_.._..._,._ ...... �� 
10 100 .UUOOl .0001 .001 .01 .1 

Frequency (Mhz) 

Figure 9. Inductance of the fabricated inductor as function of 
frequencies. 

A maximum flow rate of 20 µI/min was attained at 5 Hz. By 
changing the phase firing order in reverse, the direction of 
pumping flow was also changed in reverse achieving the bi
directional micropump function. Flow rate, developed pressure, 
and power consumption as a function of the driving frequencies 
and voltages are currently being investigated. 

CONCLUSION 

A new magnetic driven bi-directional peristaltic 
micropump on a silicon wafer with a low driving voltage less 
than 3 volts has been designed, fabricated, and tested. Using 
low temperature post-bonding techniques, the fabrication 
techniques demonstrated in this work provide a flexible and 
unique approach in realizing various magnetic MEMS 
components. The realized magnetic micropumps have been 
functionally operated with a DC 300 mA and 3 Volts showing 
bi-direction pumping flows. The maximum attainable flow rate 
was approximately 20 µI/min at 5 Hz. In this work, a new 
electromagnetically driven bi-directional micropump has been 
successfully realized on Pyrex glass and silicon wafers. 
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TWO-PHASE ACTUATORS: STABLE ZIPPING DEVICES WITHOUT 

FABRICATION OF CURVED STRUCTURES 

J.R. Gilbert and S.D. Senturia 

Microsystems Technology Laboratories, MIT, Cambridge MA 02139 

ABSTRACT 

The design of electrostatic actuators optimized for both 

high force generation as well as long and stable displacement is 
difficult. Several groups have proposed and/or implemented 
devices based on "zipping" to achieve improvements in both 
areas simultaneously. In these designs the implementation of a 

zipping actuator requires the fabrication of a curved surface on 
which one electrode touches another. The fabrication of 

controlled curved surfaces often presents difficulties, especially 

those perpendicular to the wafer surface. In this paper we 
propose and model a class of devices, two-phase actuators, 

which can obtain similar effects without need for fabrication of 

curved structures. 

INIRODUCTION 

Practical use of electrostatic actuation often encounters two 
difficulties: (1) the electrostatic force scales as 1/x, giving very 

short displacement if large forces are needed, and (2) 
electrostatic spring-mass systems exhibit pull-in instabilities 
and so have stable controllability only over a fraction of their 

travel. Much of the design of electrostatic actuators is devoted 
to working around or utilizing these two effects. Several groups 
have proposed and/or implemented devices based on "zipping" 
to overcome both of these effects [1,2 ,3 ,4 ]. In these designs 

the implementation of a '.!zipping" actuator with stable motion 

requires the fabrication of a curved surface on which one 
electrode touches another. We propose a class of devices, two
phase actuators, which can obtain similar effects without the 
need for fabrication of curved structures. This design concept 

emerged in our work on MEMCAD and the CoSolve-EM package 
fGr 3D simulation of coupled electromechanics[S] and contact 
electromechanics[6 ]. In this paper we use those tools to 

simulate a voltage controlled torsion mirror (VCM) as a 
representative example of this class of devices. 

ZIPPING ACTUATORS 

The simplest conceptual design of a zipping actuator is 

given by Branedbjerg. An S-shaped flexible electrode is  
positioned next to a flat ground plane and separated from it  by a 

thin dielectric layer. Such a device is sketched in Figure 1. The 
flexible electrode has one end clamped high and the other end 
clamped low, near the ground layer. The device has an S
shaped transition region from its high end to its low end. A 
voltage is applied between the electrode and ground, and the 
transition region moves from right to left. This motion of the 
transition region is one measure of the "displacement" of the 

device. Because the electrostatic loads on the structure vary as 
1/x, where x is the distance between the electrode and ground, 

the circled region in Figure 1B gives the dominant contribution 

to the driving force. The shape of this driving region i s  

essentially maintained as the transition region moves from 

right to left, and so the driving force is nearly constant as the 

transition region moves. 

Most zipping actuators share these two qualitative features: 
a curved transition region that is displaced under operation, and 

a region of close apposition of the conductors that provides the 
dominant contribution to the driving force of the device. 

+ 

V 

A 

B 

Figure 1 A Schematic example of a "zipping" actuator. 

Increasing the voltage V drives the mid-point of the "S" to the 

left. In all states of the actuator its driving force is dominated 
by the region where the electrode and ground are most closely 

in contact, but not yet touching-this region is circled in ( B ). 
The dielectric layer over the ground plane is not shown. 

TWO-PHASE ACTUATOR DESIGN 

The two-phase (or multiple-phase) actuator concept is to 

produce the curved moving electrode by the operation of a 
"starter" structure, instead of fabricating that curve directly. 

A proto-typical two-phase actuator has one movable

conducting part, the "plate", and two or more fixed electrodes.

Either the plate or both fixed electrodes are insulated to prevent
shorts upon contact. The plate is held at some fixed voltage V

F
"

One electrode, the "starter", deforms the plate into initial
contact using a voltage, V

5
• The other electrode, the "driver", i s

then in close contact with the plate, and may drive it through
stable zipping motion by ramping its drive voltage, V 0, from 0
to some V MAX· As an example of such a two phase actuator we

will discuss a voltage controlled mirror (VCM). Figure 2 shows

a 3D view of the VCM. In Figure 3 its dimensions are sketched.
The "plate" is modeled in this study as aluminum, with tensile
residual stress of 40MPa. The plate has a thick mirror region,
and a long thin neck. At the end of the neck there is a wider area

used to reduce the initial starting voltage. The mirror region is

suspended on two tethers which are labeled in Figure 2 .  These
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tethers are purposely set off center in the mirror to allow the 
mirror to tilt to almost 40 degrees, before it will touch down at 
the point where it joins the neck. There is an insulating contact 
layer 0.05µm above the Driver and Starter electrodes. In 
operation the thickness of this separation layer determines the 
scale of the driving force of the device. 

Figure 2 A 3D view of the VCM structure. The "Plate", 
with labeled regions: Mirror, Neck, and Tethers, is 3.0µm 
above the Driver and Starter electrodes. There is an insulating 
contact layer 0.05µm above the Driver and Starter electrodes. 

Side 

31 
12.sMirror Neck 

El 0.5 

3t 
Driver Starter 

20 Top 

60 
20 10 

2 10 

1 

Figure 3 Top and Side views of the VCM. All numbers in µm. 

Figure 4 The Model at drive voltage VD=O. The starter has 
pulled in the mirror plate, establishing the basic curve for the 
operation of the VCM. The mirror has an initial tilt angle of 1. 4 
degrees. 

TWO-PHASE ACTUATOR SIMULATION 

We built a detailed 3D model of the VCM, using the 
MEMCAD system. Its quasi-static behavior was then simulated 
using CoSolve-EM vl.0. 

Figure 5 The Model at drive voltage V
D=20V. The drive i s  

zipping in the neck of the mirror plate, causing the mirror to  
tilt. The tilt angle is 3.5 degrees. 
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Figure 6 X-Z cross-sections through y=O on the bottom 
surface of the plate at four different VD' The mirror itself extends 
from -20µm to +4µm and rotates rigidly as the device zips in. 
The cross-section of the undisplaced surface is constant at 
z=3.5µm. 

In simulation we apply V 
5
=20V to the starter electrode, and 

the long neck of the plate pulls in to its initial operating 
position, as shown in Figure 4. A curved shape has now been 
established by electrostatic actuation and the driver electrode is  
in  contact with the plate a t  the location nearest the starter. The 
shape in Figure 4 is considered the initial operating state of the 
VCM. In operation we control the driving voltage V 

0
• As we 

ramp V
O 

from 0-S0V the neck of the movable conductor zips in, 
causing the mirror to tilt. Figure 5 shows the VCM at V 

0
=20V. 

The transition region of the zipper has moved towards the 
mirror. Figure 6 plots cross-sections along the length of the 
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bottom surface of the plate at four drive voltages, 0V, 20V, 
30V, and 40V. These cross-sections show the transition region 
moving in towards the mirror, and the mirror tilting, while 
remaining undistorted. Figure 7 shows the dependence of mirror 
tilt angle on V

O over the operating region of the VCM, V 0=0-

80V, for which cj>=l.4-10.3 degrees. The angular dependence is  

surprisingly linear for so complex a structure. The mirror is  
designed to tilt up to 40 degrees, though we have not yet 
simulated it that far. In a more standard electrostatic torsion 
mirror design, allowing for the possibility of such high angles 
would substantially reduce the available area and force for 

driving the mirror. The VCM is stable over its operating 
region: that is, the mirror exhibits no hysteresis. This is a 
distinct advantage of operation in the zipping mode, 
essentially beyond the pull-in point. A more standard torsional 
micromirror might have stable motion only above pull-in, over 
approximately one third of its range of tilt. 
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Figure 7 Driving voltage V0 vs. the mirror tilt angle. We 

obtain near linear control of tilt angle over most of the VCM's 

operating range of 1.4-10.3 degrees. 

CONCLUSION 

We have proposed a class of electromechanical actuators, 

two-phase actuators, that have the benefits of zipper actuators, 
without the need for fabrication of controlled curved surfaces. 
We have simulated one particular example of a two-phase 
actuator, the Voltage Controlled Mirror (VCM). The VCM that 

is simulated here is compatible with fabrication by surface 
micromachining techniques. The underlying concept, however, 
is broadly applicable to a variety of MEMS fabrication 
technologies. The VCM exhibits continuous stable control of 
its tilt angle over a full 10 degrees, a result which is difficult to 
duplicate in a surface micromachined process, if the mirror must 

operate above pull-in. The modeling and simulations of the 
VCM were done using the MEMCAD system. This work is also 
a demonstration of the capability to do complex design and 
analysis tasks in advance of fabrication using MEMCAD. 
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THICK-FILM GAS MICROSENSORS USING CERMET MATERIALS, 
CYCLIC VOLTAMMETRY AND NEURAL NETWORKS. 

Erika L. Shoemaker, Michael C. Vogt, Tara N. Turner 
Energy Systems Division, Argonne National Laboratory 

Argonne, IL 60439 

ABSTRACT 

The sensing characteristics of a thick-film cermet cell, 
expressed as MeO/Pt/solid electrolyte/Pt were investigated by 
applying cyclic voltammetry across the Pt electrodes and 
measuring changes in ionic current through the solid 
electrolyte. The sensors were fabricated using thick-film screen 
printing techniques with high-temperature ceramic-metallic 
(cermet) materials. In the presence of the cyclic applied voltage, 
gases react at the three phase, gas/solid electrolyte/electrode 
boundary (tpb), and cause a change in measured ionic current 
flow through the sensor. These changes resulted in distinct 
current-voltage envelopes (voltammograms) for different gases. 
Neural signal processing was used to characterize and analyze 
the sampled voltammetry signatures. 

INTRODUCTION 

In recent years, the need for improved, affordable gas 
microsensors in the fields of safety, environmental/emissions 
monitoring, process control, and other applications has grown 
tremendously. Argonne National Laboratory (ANL) has been 
developing an economical new type of gas microsensor to 
evaluate and demonstrate a unique gas sensing technology. The 
device has demonstrated the potential to address the needs for 
many industrial, safety, and environmental applications. 

The technology involved applying cyclic voltammetry to  
sandwiched thick-film layers of  cermet materials and identifying 
and quantifying the generated electrical signatures using neural 
signal processing. The cyclic voltammetry techniques produced 
complete, broad-spectrum responses. Early attempts at 
applying voltammetry to electrochemical cells found no elegant 
way to quantify the responses, but computational neural 
networks (CNN's) treat the complex sampled voltammetry 
signatures as simple 1-D patterns and allow trammg, 
recognition, quantification, and classification of the signatures. 

THEORY 

The cell.: Me-MeO, (p(02)) /Pt /solid electrolyte /Pt was 
used in this study, with Me-MeO,, a metal/metal-oxide mixture 
in thermodynamic equilibrium with oxygen gas (02), providing 
a reference oxygen partial pressure, p(0

2
). When a cyclic 

voltage was superimposed across the galvanic cell, ions at the 
tpb were forced through the solid electrolyte. When the applied 
potential was negative, oxygen was pumped into the Me-MeO, 
reference. When the applied potential was pos1t1ve, oxygen 
was driven out of the Me-MeO, reference [l]. The number of 
oxygen ions available at the tpb was greatly reduced for solid
electrolyte systems as compared to aqueous electrolytes. In this 
cell, only a fraction of the electrode surface was part of the tpb 
and was electrocatalytically active. The largest portion of the 

electrode was not in contact with the solid electrolyte and was 
only catalytically active [2]. 

The response of the solid-electrolyte sensor studied was 
primarily dependent on the amount of oxygen anions (0') 
available at the tpb. In this cell, the porous platinum electrodes 
catalyzed the charge transfer reactions: 

O(tpb)+2e-➔O2
- (cathodic sweep) (1) 

02
- - 2e- ➔ O(tpb) (anodic sweep). (2) 

The oxygen anions were supplied to the solid electrolyte 
and measured as electronic current through the sensor. The 
catalytic reactions of gases exposed to the surface of the 
electrodes either add or remove the oxygen available for 
transport at the tpb. Different types of reactions were possible. 
The gas exposed to the electrode could react catalytically, 
creating oxygen at the tpb as in the reaction: 

(6) 
In addition, adsorbed gases could react with the electrode, 

freeing bound oxygen as in the reaction: 
PtO + X(gas) + 7£ ➔ X(gas) +Pt+ o- . (7) 

Other unreactive gases could hinder the oxygen at the tpb by 
blanketing the electrode. 

The sensors consist of four overlapping thick-film layers 
(Figure 1) deposited on an aluminum oxide substrate with a 
platinum heating element on the back. The four layers are two 
porous catalytic electrodes, an oxygen-ion-conducting solid
electrolyte layer, and a metal oxide oxygen pressure reference 
layer. The two catalytic electrodes sandwich the solid 
electrolyte layer. The metal oxide reference layer is deposited 
beneath the lower electrode. These four layers serve three major 
functions. 

Figure 1. Sensor Micrograph Profile of 
Alp /Ni-NiO/Pt/YSZ/Pt Cell at l 500X 

The catalytic electrodes promoted electrochemical 
reactions on their surfaces. In the driven mode, the catalytic 
electrodes conducted electrons created by the charge-transfer 
reactions at the tpb. The current measured between the lower and 
upper electrodes during a voltage scan provided quantitative and 
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qualitative signature information about specific gases. The 
catalytic electrodes contain glass frit to keep the layer porous to 
promote gas migration to the solid electrolyte, forming the tpb. 

The solid-electrolyte layer was an oxygen-ion conductor. 
The current measured through the solid electrolyte was a direct 
measure of the amount of oxygen anions at the tpb. 

The metal oxide reference layer provides a constant partial 
pressure of oxygen to the tpb. This metal oxide combination 
provides an oxygen sink/source reservoir described by the 
equilibrium equation: 

Me(solid) + ½Otp( Oi) => MeO(solid) (8) 
where p(02) was the oxygen partial pressure. Equilibrium was 
achieved when p(0

2
) has penetrated the metal and oxide. 

Homogeneity of p(02) is maintained at the electrode/electrolyte 
interface by oxygen anion migration in the electrolyte and 
electron activity in the metal phase of the Me/MeO system. The 
electron activity reaction is described by: 

MeO(solid) + 2e- => Me(solid) + 0-(electrolyte). (9) 
In the driven mode of operating the gas sensor (applying a 
cyclic voltage), the preferred metal oxide reference serves as a 
constant oxygen source which stabilized the sensor response 
even in oxygen deficient environments. 

CNNs function by interconnecting a number of separate 
computational ''neurons." These artificial neurons are the 
building blocks for the network. Each neuron is modeled in two 
stages (Figure 2), the summation stage and the activation stage. 
The summation stage, quite simply, multiplies each input signal 
by its associated weight and sums them all together. The 
activation stage uses a squashing function (input ± 00, output 
approximately O or 1 only) and a threshold value to determine 
what the output from the neuron will be. This type of 
processing effectively makes a small decision on the basis of 
weighted variables. A collection of these small weighted 
decisions represents a powerful tool for pattern recognition and 
decision control. 
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Figure 2. Model computational neuron. 

The CNNs can be used simply to recognize and classify the 
signatures that are sampled, but they also have the capability to 
approximate the functional response of the sensor signature 
changes. This can produce an interpolated value attached to the 
shape change of a signature. Qualitatively, different gases 
dissociate at characteristic voltages. This manifests itself as a 
"peak" or "valley" showing up along the voltage axis of a CV 
signature. An increase in concentration of a given gas 
increases the probability that that gas will react, and 
broadening and increasing the peak or valley at the 
characteristic voltage. The reactions are complex with obvious 

covariant parameters and many hidden univariant parameters. 
This complexity normally limits voltammetry to a qualitative 
measurement technique; it also illustrates the value of being 
able to identify, and quantify, the univariant parameters with 
CNNs. The interpolation quality of a network is a function of 
the completeness of the training and validation sets used. If the 
signatures for a given gas are smooth and continuous, a 
relatively simple network and limited set of training samples 
can produce interpolation errors of only a few percent. 

EXPERIMENTAL DETAILS 

The sensors were screened onto 0.5 in. x 0.5 in. x .025 
in. alumina substrates. The substrates were laser scored into ten 
0.1 in. x 0.25 in. individual substrates. After all layers were 
deposited and fired, the substrates were separated into ten 
individual devices. This process insured reproducibility from 
sensor to sensor within each group of ten on a single substrate. 
NiO was used as the Me-MeO, reference material. Two oxygen
ion-conducting solid electrolytes, yttria stabilized zirconia 
(YSZ) (8 mol% YP3) and tungsten stabilized bismuth oxide 
(WBO) (WO

3 
- BiP3) (0.25 mol% WO3), were used. The NiO and 

solid electrolyte powders were pulverized to pass through a 3 25 
mesh screen and mixed with Heraeus Cermalloy Electronic 
organic vehicle RV-025 (ethyl cellulose and terpineol) in a l: 3 
ratio to form a thick paste. Commercial platinum oxygen 
sensor paste (Heraeus Cermalloy OS 1) was used for the upper and 
lower catalytic electrodes and the heating element. The prepared 
platinum paste was thinned with 20 wt% organic vehicle. Each 
layer was screen-printed separately onto the aluminum oxide 
substrates by using a Presco™ industrial screen printer with 
photolithographically stenciled 325 mesh stainless steel 
screens. The films were fired separately after each screening. 
The sensors made with the WBO solid electrolyte required a YSZ 
"buffer" layer between the electrolyte and the upper Pt electrode 
to keep the Pt from migrating into the WBO layer and shorting 
the electrodes. The YSZ sensors were fired at 1350°C in air in a 
controlled cycle to prevent film blistering between screenings. 
The WO3-Bip3 sensors were fired at 850°C in the same way. 
The film thickness ranged from 3-4 µm for the NiO, 20 µm for 
the solid electrolyte, and lO µm for the Pt electrodes and Pt 
heating element. 

The chamber used for gas testing was constructed from a 
500-ml bell flask with one sealed spherical end. The stopper
that sealed the chamber was channeled, and two, 8-mm stainless
steel tubes were inserted to act as feed-throughs for the test and
measurement leads. A gap was left in both feed-throughs to
allow the incoming gas to escape and to maintain a small
positive pressure of the test gas in the chamber so that no
ambient air intruded during a test. The sensor was held by a
spring-loaded test clip with gold-plated fingers. A micro-mass
K-type thermocouple was used to measure the surface
temperature of the sensor.

Once the sensor reached the set-point operating 
temperature in the range of 225°-300°C, the input voltage was 
applied and the sensor sampled. Three, -1 to +1 to -1 V DC, 30-
second long, triangular waveforms were applied to the sensor in 
succession, and the current passing through the sensor was 
sampled at approximately 100 points/waveform. These triple 
(3 X 100 points) voltage-current curves were used to produce the 
voltamrnograms that were used in later analyses. 
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Gas standards of 02, CO, CO2, and a variety of 
hydrocarbons in a balance of N2 were introduced to the test 
chamber via a gas-line manifold. A precision flowmeter was 
used to control the gas entering the chamber in two flushing 
stages. For gas mixture tests, a two-line gas proportioner was 
used. In the first stage, the test chamber was flushed with 
approximately 50 chamber volumes at approximately 5 L/min. 
for 5 min. In the second stage, the flow rate was lowered to 5 0 
ml/min. to create a stable environment and allow the sensor to  
attain a predetermined operating temperature. This flow rate was 
maintained during sensor sampling. Temperature dependence of 
the sensor was studied by stabilizing the sensor in air and 
increasing the temperature by 25° increments in the range of 
175° - 325°C before sampling. 

The neural signal processing of the voltammograms 
involved introducing the 1-D sampled array to a neural 
algorithm and producing a resultant value that was an 
measurement of a particular gas in a mixture. The neural 
network was developed using NASA NETS3.0 software. The 
network was "trained" by presenting it with successive sets of 
known input signatures and algorithmically adjusting the 
network interconnections until the produced error was 
minimized. Typical training sets consisted of (3) samples each 
of (6) gas concentrations. Two of the three samples were 
presented to the network as training vectors, with the third 
sample being used for validation. This process typically 
produced errors of< 5% full scale value across the concentration 
range. 

RESULTS 

The dependence of the YSZ sensor on temperature is 
shown in Figure 3.  As the temperature increases, the amplitude 
and sharpness of the peak current increase with the conductivity 
of the electrolyte. 
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Figure 3. Sensor (YSZ electrolyte) response to temperature. 

A plot of peak current vs. temperature shows a similar 
relationship to the typical conductivity dependence for an 
oxygen-ion-conducting solid-electrolyte (Figure 4). The 
conducting range for the driven solid-electrolyte cell is in a 
much lower temperature range (200-300°C) as compared to a 
typical non-driven solid electrolyte cell (500-1100°C). The 
lower temperature range is possible because of the presence of 
the applied voltage, which forces the ions through the 

electrolyte, as opposed to a strictly diffusion-controlled process 
in the non-driven cell. 

Figure 5 shows a YSZ sensor response at 250°C to various 
concentrations of 02 in a balance of N2• The anodic and cathodic 
peaks increase with oxygen concentration. Since response is 
directly related to the amount of oxygen available at the tpb, 
increased peak magnitude was expected as higher oxygen 
concentrations directly supply more oxygen for transport 
through the solid electrolyte. The small 02 peaks in the 100% 
N

2 voltammogram are due to the partial pressure of oxygen 
supplied to the tpb by the metal oxide reference layer. 
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Figure 4. Log of peak current vs. inverse temperature. 
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Figure 5. YSZ sensor response to oxygen. 
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Figure 6 shows a WBO sensor response at 250°C to  
various 02 concentrations. The WBO sensor shows a greater 
sensitivity to change in 02 concentrations than did the YSZ 
sensor. At higher 02 concentrations, the voltammogram 
changes shape as the current increases significantly. The 
sensitivity to change in concentration does not increase with 

temperature for either sensor type. Although the magnitude of 
the peak current increased with temperature, the relative change 
in peak current with gas concentration did not increase with 
temperature: 

���1) =0.
(3) 
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The sensors appear to operate best in a window of about 225° • 
300°C. Above the "ideal" temperature range, the sensitivity to  
concentration change decreased. 

Figure 7 shows the WBO sensor response to various 
concentrations of CO2 in a balance of N2• As expected, the 
voltammogram for CO2 in N2 was significantly different than 
that of 02 in N2• A unique CO2 peak was formed that increased 
with concentration. 
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Figure 6. WBO sensor response to oxygen. 
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This response implied that catalytic CO2 reactions were 
occurring with a subsequent increase in a ionic current through 
the bismuth oxide solid electrolyte as described by equation (6). 

The YSZ sensor response to a variety of hydrocarbons is 
represented by the voltammograms in Figure 8. Between 
testing the gases, a standard of 20% 02 in N2 was run to bring the 
sensor back to an equilibrated state so that mixed responses 

were avoided. The voltammogram for each gas at 100 ppm was 
distinct. A change in size and shape of the voltammograms was 
exhibited for each gas tested. 

The typical analog CV sweep was 30 seconds long and 
subsequent voltammograms decreased in peak measured current 
when this was shortened. The reactions observable from the 
analog CV were clear and illustrated the reproducibility of the 
applied CV technique. The first discrete CV waveforms, used for 
the neural signal processing, modeled the analog and used a 
large number of steps and similar 30 s sweeps. Later changes 
were made to reduce the number of steps and shorten the sweep 
duration to only a few seconds. 

The CNN algorithms allowed training of simple 24 input
s hidden-1 output node networks in about (10) minutes. The 
networks were typically trained to ±5% FSV error and produced 
acceptable error from the validation vectors. The network 
algorithms for all the gases in this work were identical. They 
differed only by a table of interconnection weight values. This 
allowed very generic and optimized algorithms to be written for 
"gas analysis", with only table values changed to alter what 
gases were being analyzed "for". These algorithms were coded 
and implemented on microcomputers and single-chip 
microcontrollers. 

CONCLUSIONS 

Cyclic voltammetry applied to a thick-film 
electrochemical cell using cermet materials were used as a new 
class of active gas microsensors. The microsensors detected a 
variety of gases, including 02, CO2, CO, and hydrocarbons, and 
showed potential to distinguish individual gases in a mixture. 
The sensors exhibited a temperature dependence similar to that 
of typical oxygen-ion-conducting solid-electrolytes but at 
significantly lower temperatures due to the applied voltage. 
Advantages of thick-film cermet sensors include low cost, small 
size, versatility, and high-integrity materials and construction. 
The rugged materials allows them to withstand considerable 
mechanical, chemical, and thermal stress. Thick-film 
technology provides simple, low-cost fabrication without the 
need for exotic equipment or production methods. The ability of 
the CNNs to identify gas signatures without dissecting them 
gave the system the ability to be trained to recognize thresholds 
of simple mixtures, and the potential existed for recognition of 
very complex mixtures. This capability made the sensors 
attractive for applications that require multi-gas/mixture 

monitoring. Areas of future development include reducing the 
sensors' power consumption, improving their sensitivity, 
further improving the signal processing, and miniaturizing the 
support electronics. 
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LOW REYNOLDS NUMBER MICRO-FLUIDIC DEVICES 
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ABSTRACT 

The fluid dynamics in microfabricated fluidic devices is inherently 
in the low Reynolds number regime. By recognizing this, efficient 
micro-devices can be designed. Two such devices are described, a 
diffusion-based filter and a virtual valve. The diffusion-based filter 
differentially separates particles and molecules based on diffusion co
efficient while diluting their concentration. Results and a simple anal
ysis indicate that the dilution of the particles is exponentially related 
to the diffusion coefficient. The virtual valve functions as a switch, 
directing flow at the intersection of three channels by manipulating 
the pressure driving the flow. Switching times as fast as 100 ms are 
demonstrated. These devices are unique to the micro-scale-they 
would not work as well if scaled up. 

INTRODUCTION 

It has recently become possible to fabricate intricate fluid handling 
systems with channel sizes as small as 1 µm using microfabrication 
techniques. These devices can be mass produced inexpensively and 
some may soon be in widespread use for simple analytical tests [ 1, 2]. 
There are many advantages these miniaturized devices could offer, 
including the promise of performing some analytical functions more 
rapidly and on smaller samples than with macroscopic systems. 

However, miniaturization of analytic instruments is not a simple 
matter of reducing their size. At small scales different effects become 
important, rendering some processes inefficient and others useless. It 
may also be difficult to replicate smaller versions of some devices 
because of material or process limitations. For these reasons it may 
prove necessary to develop new methods for performing common lab
oratory tasks on the micro-scale. 

This paper presents two individual micro-devices which function 
as the equivalent of macroscopic-scale filters and valves, but which 
operate on entirely different principles. These devices would be inef
ficient on the macroscopic scale, but function quite well on the micro
scopic scale. 

These devices are able to function because of several important 
physical principles. Typical micro-fluidic devices operate in the low 
Reynolds number regime where turbulent mixing and inertia are ab
sent. Mixing can only be done by diffusionj and diffusion of small 
molecules occurs rapidly over distances of 1-10 µm. 

FLUID DYNAl\fiCS 

Microfabricated fluid systems often operate under low Reynolds num
ber conditions. The Navier-Stokes equations governing fluid flow can 
be written as 

and the right hand side represents "inertial forces". A useful quantity 
is the ratio of the inertial forces to the viscous force. The magnitude 
of this ratio, 

p(8;:+(u-V)u) pr2 pur 
R = -----�-- = - + -, (2) 

ri'v2 'U 1/T 1/ 

is written in terms of the characteristic size (typically the radius) of 
the channel, r, and the time scale over which the velocity is changing, 
T ( where u/r = au/at.) 

Fluid flow behavior in the steady state, r ...... oo, is characterized 
by the Reynolds number, Re = pur / 1f. Because of the small sizes 
and slow velocities, microfabricated fluid systems are often in the low 
Reynolds number regime (Re <:: 1). In this regime, inertial effects, 
which cause turbulence and secondary flows, are negligible; viscous 
effects dominate the dynamics. (See [3] for a good introduction to low 
Reynolds number fluid dynamics.) Because of the absence of inertial 
effects, at low Reynolds number all mixing is done by diffusion. 

DIFFUSION 

Diffusion of small molecules occurs radiply over typical microfabri
cated dimensions. The relationship between the size of a particle, Ro, 
the diffusion coefficient, D, and temperature, T, is due to Einstein and 
for the simplest case, spherical particles, this can be written as[4], 

D = kbT .
61r11Ro (3) 

The characteristic distance, l, which a particle with diffusion coeffi
cient D will diffuse in time, t, isl = .../Dt. Table 1 gives some typical 
diffusion coefficients and characteristic times. 

Table 1: Some typical values for different sized particles and 

molecules. The characteristic time to diffuse 10 µmis given. 

Particle D (20° C) t 
0.5 µm sphere 5 x 10-9 cm2 /sec 200 sec 

Protein (hemoglobin) 7 x 10-7 cm2/sec 1 sec 
Small Molecule (fluorescein) 5 x 10-6 cm2/sec 0.2 sec 

SILICON PROCESSING 

Silicon micromachining was done in the Washington Technology 
Center microfabrication facility. The process was modified from pre
vious work [5] to avoid the problem of coating deep features uni
formly with photoresist. In our experience, spin coating photoresist 
on a wafer that had features greater than a few microns deep led to 
a non-uniform coating that either left undeveloped areas after· expo-
sure or areas uncoated with photoresist. These problems were avoided 

( 1) with this process.

where P is the applied pressure, u is the velocity vector, p is the fluid 
density and 1/ is the viscosity of the fluid. The left side of this equation 
represents the forces on the fluid due to applied pressure and viscosity 

This process required two mask levels. One level defined con
nection ports, which were etched completely through the wafer, and 
the second level defined the fluid transport channels on the face of the 
wafer, typically only 10 µm deep. 
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Figure 1: A schematic diagram of the silicon processing. ( a) A 1 µm 

thick wet thermal oxide is grown on a 3" silicon wafer. (b) This oxide 
is photolithographically patterned with the flow channels and etched 

to a depth of 600 nm. ( c) The wafer is recoated with photo resist and 

patterned with the through-hole connections. This oxide is completely 

removed from this pattern. (d) EDP etching is done to etch completely 

through the wafer(approximately400 µm ). (e) An oxide etch is per

formed to uniformly remove 400 nm of oxide from the wafer. (f) The 

flow channels are etched into the silicon approximately 10 µm deep. 

(g) The wafer is anodically bonded to a 3" disk of Pyrex glass.

We started with 4" chrome masks made to our specifications by
Photo Sciences, Inc. (Torrance, CA) and 3" silicon wafers (100, n
type) with 1000 nm of wet thermal SiO2 grown on them. A primer 
(P-1 OM, MicroSi, Phoenix, AZ) was spun on at 3000 rpm. About one 
micron of AZ-1512 (Hoechst) photoresist was deposited by spin coat
ing (3000 rpm), and this was followed by a soft bake (30 min at 90 C). 

A contact aligner was used to align and expose wafers. Expo
sure time (nominally 15 seconds) was varied to yield best results. 
No post-exposure bake was done. Wafers were developed in AZ-351 
(Hoechst) (diluted 4:1) for one minute, and rinsed in DI water. Blue 
tack tape (Semiconductor Equipment Corporation, Moorpark, CA) 
was applied to the backsides of the wafers to protect the oxide from 
the oxide etch. 

The fluid channel mask was exposed first. After developing, the 
wafers were immersed in a buffered oxide etch (BOE, 10: 1 HF ( 49%) 
and NH4 F (10%)) to etch away 600 nm of the unprotected oxide. The 
blue tack tape was removed by hand, and the photoresist was removed 
in an acetone rinse. 

Wafers were again coated with photoresist and the fluid connec
tion mask was aligned and exposed on the wafers. These wafers were 
developed and blue tack tape was once again applied to the backsides 
of the wafers to protect the oxide, and then immersed in the BOE to 
remove all the unprotected oxide. Blue tack tape and photoresist were 
removed as before. 

Silicon etching was done in a mixture of ethylene-diamine, pyro
catechol, and water (EDP F-etch) set up in a reflux boiling flask. This 
etch attacks the { 100} planes of silicon at a rate of about 100 µm per 
hour[6]. First fluid connection ports were etched through the wafer, 
then 400 nm of the oxide were removed in a BOE. Finally, flow chan
nels between fluid connection ports were etched about 10 µm deep. 
After final processing the wafers were cleaned in a Piranha bath and 
rinsed in DI water. 

Figure 2: A scanning electron micro graph showing the central por

tion of a diffusion-based .filtration device. 

We used anodic bonding [7] to attach Pyrex glass to the silicon de
vices. We obtained 3" diameter pieces of Pyrex glass (100 µm thick
ness) from Esco Products Inc (Oak Ridge, New Jersey). First, the sil
icon and Pyrex glass were immersed in a solution of H2 02, NH4 OH, 
and H2O (1:4:6) heated to 50 C. This process removes any organic 
matter on the surfaces and also makes the surfaces hydrophilic. Af
ter 20 minutes in this solution, the silicon and Pyrex were placed in a 
rinser-dryer. Upon removing, the Pyrex glass was immediately placed 
into contact with the silicon wafer and set on a hot plate for anodic 
bonding. Bonding was done at 485 C with 800 V applied between the 
Pyrex and the silicon. 

The Pyrex-silicon structures were diced into individual 1 cm by 
1 cm devices by manually marking the silicon with a diamond tipped 
scribe and gently applying stress along the scratch. The Pyrex-silicon 
fractured along the silicon fault without problems. 

EXPERIMENTAL SETUP 

Flow visualization was done by flowing dilute suspensions·of fluores
cent micro-spheres through the device. We added one drop of 0.5 µm 

diameter fluorescent micro-spheres (1 % solids, from Duke Scientific, 
Palo Alto, CA) to 5 ml of DI water. 

This mixture was introduced into the device, and observations 
were made using a Zeiss ICM-405 inverted microscope equipped with 
an XF34 fluorescent set (535 nm excitation, 590 nm emission) from 
Omega Optical (Burlington VT). We observed the fluorescence of 
the spheres using both a silicon intensified target camera (SIT-66x, 
from Dage-MT!) and a Pulnix monochrome CCD video camera. We 
recorded the observations on video tape. Some images were also dig
itized using a frame grabber (Data Translation or Power Macintosh 
7100AV). 
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Figure 3: The concept of diffusion-based filtration. Two flow streams 
are brought into contact. Because the flow is at low Reynolds num

ber conditions, no mixing occurs at the intersection. As the two 

flow streams move down the central channel, some molecules diffuse 
across. At the end of the central channel, the flow is again split ( not 

necessarily at the same place) into two streams. The output is prefer

entially enriched with smaller molecules over larger ones. 

DIFFUSION BASED SEPARATION 

The concept of diffusion-based separation is described in Figure 3. 
The process relies on the non-mixing nature of low Reynolds num
ber flow along with the fast diffusion times for small molecules. The 
idea was originally implemented in a system with two glass plates sep
arated by a shim by Giddings[&]. We present here a greatly modified 
version of this implemented in a micro fabricated fluid system. 

A detailed analysis will be published elsewhere, but the main re
sult is that a molecule (with diffusion coefficient, D) present in the in
put stream at a concentration Co will be present in the output stream 
at a concentration C,

(4) 

wheri the parameter, D f, quantifies the device; D f = A�/ t R- The 
time a particle spends in the central channel is t R, and the shortest dis
tance a particle must diffuse to go from the input stream to the output 
stream is Ab (the distance between the inlet splitting plane and the out
let splitting plane in [8].) The resolution of the separation is set by the 
minimum concentration that can be detected. 

The pressures at the sample input port and at the dilutant port 
were set by filling a tube which fed the ports to the appropriate height 
with liquid. Typically a pressure difference of about 2 cm of water 
gave a maximum velocity in the central channel of about 100 µm/sec. 
The waste and filter output ports were held constant. Measurements 
were made with two different devices.(with different central channel 
lengths) and with varying flow rates to vary the parameters Ab and tR 
and hence D f. The data roughly follow the predicted behavior. 

VIRTUAL VALVES 

Virtual valves have been demonstrated in electrokinetically driven 
flow[9], but apparently not in pressure driven flow. The same prin
ciples apply in each case-by controlling the pressure (as opposed to 
the voltage for electrokinetics) at each port of a "T" shaped device, the 
flow can be directed one way or another at the intersection of channels. 

Figure 4: Digitized video images from the diffusion-based filter. As in 

Figure 3, flow is from the lower left and right up through the central 

channel and splits into the waste (upper left) and output (upper right). 
In ( a) the fluorescent dye is immobilized on 0.5 µm spheres which dif

fuse too slowly to end up in the output stream in any significant con
centration. In ( b ), the dye (jluorescein), is free to diffuse, and it readily 
diffuses throughout the central channel. In this device the output and 

waste channel are tied together to simplify the pressure control. 
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Figure 5: Data from the diffusion-based filter. The ratio of concen
tration in the output to concentration in the input (C /Co ) is plotted 

versus the diffusion coefficient of the molecule of interest ( D ). (The 

diffusion coefficient is measured in terms of the device parameter, D f, 
which is a function of flow rate, central channel length, and diffusion 

distance, see text.)) Concentrations were measured by either counting 

fluorescent spheres or measuringfluorescence intensity of fluorescein 
with a photo diode. The solid line is the expected behavior from equa

tion ( 4 ). Errors are or order the sizes of the boxes. 
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(a) 

Flow before 
switching. 

Channel B 

Channel A 

Flow after 
switching. 

Figure 6: A virtual valve. ( a) The flow at the intersection of three 

channels can be directed by controlling the pressures behind Chan
nels A, B, and C. ( b) A fluorescent picture of the virtual valve in ac

tion. Flow is from right to left in channel A and up channel B. Note 

that the fluid is stationary in channel C.

The fastest rate at which one can expect to switch the flow without 
significant mixing is given by the requirement that R < 1 from equa
tion (2). Faster switching may be possible with careful control of the 
geometry, but as long as R < 1 the geometry is irrelevant. Table 2 

gives some typical examples for water in different sized channels. 

Table 2: Approximate fastest switching allowed while still main
taining low Reynolds number conditions. (Time given for water in 
different channel diameters. 

Diameter of Channel 
IOµm 

IOOµm 

1mm 

Switching time 

100 µs 

10 ms 
1 s 

These experiments were performed by driving the fluid through 
10 µm deep channels with a pressure of about 1 PSI over a total length 

of 1 cm. The pressure was provided from a compressed nitrogen 
cylinder. A small pressure regulator was built which allowed con
trol over pressure at two of the ports (the third was allowed to float 

at atmospheric pressure.) A valve was installed between the pressure 
regulator and the device which allowed rapid switching between the 
ports. For instance as in figure 6a, before switching the relative pres
sures were Channel A, 1 PSI; Channel B, 0.5 PSI; Channel C, 0 PSI. 
After switching, they were Channel A, 1 PSI; Channel B, 0 PSI; Chan
nel C, 0.5 PSI. 

CONCLUSIONS 

Micro-fluidic devices operate in the low Reynolds number regime. 
The fluid dynamics in this regime is dominated by viscous forces, 
rather than inertial ones. Because of this, micro-fluidic devices are in
herently different than macroscopic ones. By understanding the fluid 
dynamics and diffusion processes which occur at the micro-scale, ef
ficient and novel devices can be designed to perform common labora
tory functions needed in any lab-on-a-chip. 
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Figure 7: Data from the switching of the virtual valve. Vuieo images 

were analyzed frame-by-frame and the relative flow rates in two chan

nels were recorded. The switching is completely done in ~ 100 ms. An 

analysis indicates that this could be done as quickly as JOO µs in a 
IO µm deep channel. In our experiment, the switching time is limited 

by our pressure control system. 
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ABSTRACT 

We present a linear vibromotor-driven micromachined 

microreflector designed for integrated microphotonic applications. 
This device has two degrees of freedom, with an angular travel 

range of over 90° and a translational travel range of 60 µm. The 

precision and speed of the microreflector are characterized, and 
it's application to beam steering and fiber coupling systems is 

demonstrated. 

INTRODUCTION 

The growing optical communications and measurement 

market requires low-cost, high-performance optoelectronic 

modules such as laser-to-fiber couplers, tunable lasers, scanners, 

interferometers, etc. Unlike integrated electronic circuits, 

integrated optical systems require precise alignment of 

components. A misalignment of less than 1 µm can dramatically 

decrease system performance. While silicon-optical-bench (SOB) 

technology provides for hybrid integration of semiconductor 
lasers, lenses, and optical fibers on a silicon chip, it is typically 

limited to ±1 µm alignment tolerances (without external 

adjustment). Another limitation is the lack of on-chip actuated 

optical components (such as mirrors, gratings, lenses, etc.) As a 

result, SOB technology applications have been limited to simple 

systems with no more than three or four components. To 

overcome these limitations a micromachined free-space optical 

platform has been proposed [1,2]. By combining micromachined 

movable optical components with lasers, lenses, and fibers on a 

silicon substrate, we can produce complex self-aligning optical 

systems on a chip. In order to function in a self-contained optical 

module, the micromachined components must have sufficient 

precision and, where required, must have on-chip actuation. In 

this paper, we present an actuated micromachined microreflector 

with two degrees of freedom and on-chip resonant electrostatically 

driven impact actuators. 

DESIGN 

The actuated microreflector (Figure 1 a) was designed for 

laser-to-fiber coupling and external-cavity-laser applications. It 

consists of a polysilicon mirror plate hinged to a support beam. 

Each of these is, in tum, hinged to a vibromotor-actuated slider. 

Microhinge technology [3) allows the joints to rotate out of the 

plane of the substrate to achieve large aspect ratios. Common
mode actuation of the sliders results in translational motion, while 

differential slider motion produces out-of-plane mirror rotation. 
These motions permit the microreflector to position an optical 

beam in two dimensions. 

Each of the two sliders is actuated with an integrated 

microvibromotor (Figure lb). The vibromotor consists of four 

electrostatic-comb resonators with attached impact arms driving a 

(a) 

Figure 1. (a) Scanning electron micrograph of a released and 

assembled actuated microreflector. (b) A close up view of the 

integrated vibromotor actuator. 

slider through oblique impact. To balance the forces, two 

opposing impacters are used for each direction of travel. The 

resonator is a capacitively driven mass anchored to the substrate 

through a folded beam flexure. The spring constant of the flexure 

determines the resonant frequency and travel range of the 

resonator. The force exerted by the comb drive is proportional to 

the square of the applied voltage 

0-9640024-1-8/hh1996/$20©1996TRF
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Figure 2. Vertical (a) and horizontal (b) microrefiector precision. 
(a) The vertical position data show standard deviations of

0.32 µm and 0.6 µm (for the front and rear sliders respectively)
from a linear response. (b) The horizontal beam position has an

average 0.05 µm of in-plane wobble.
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where V typically has both de and ac components. This quadratic 
response produces a primary frequency driving term proportional 
to the product of the de and ac voltages, effectively linearizing 
the resonator and increasing the impact force. The comb 
structures are driven at their resonance frequency (roughly 
7 .5-8.5 kHz) thereby achieving an amplification of the 
electrostatic force by the resonator quality factor (typically 30 to 
100 in air [4,5)). Since energy is transferred to the slider only 
during impact (typically lasting only a few microseconds), the 
impacters can deliver short-duration forces that are large enough 
to overcome static friction in the sliders and hinges. Due to the 
damping (primarily due to airflow [4,5)) in the comb structure, 
the resonators require a few initial cycles to build up sufficient 
amplitude and momentum for impact. Therefore, in air, slider 
motion is observed only after three or more voltage cycles. The 
number of initiation cycles depends on the ambient atmosphere, 
and will decrease at lower pressures. When driven with a free
running resonant oscillation, the slider reaches a maximum 

gio.3 
� 
� 0.2 
'5 
.i 0.1 
:::, 
O> 
C: 

< 0.0 

- 10 

z. 
0) 
O> 

] 
0 

0) -5 .e; 

-10 

0.0 

0.0 

0.5 1.0 

0.5 1.0 

time (µsec) 

1.5 

1.5 

Figure 3. Time domain response of the microreflector to a square 
wave drive voltage. An impact is first achieved during the third 
cycle at which point the mi"or angle begins to change. The 
motion concludes shortly after the last cycle resulting in a total 
angular displacement of about 0.3° . 

velocity of over 1 mm/s. Slider velocity can be controlled by 
driving the comb drives with gated bursts of 4 to 5 cycles of the 
resonant waveform. Once the slider is in position, it is kept in 
place by static friction until further actuation. Similar structures 
were previously subjected to shock and vibration tests and showed 
no detectable slider motion at forces up to 500 G's [1). 

FABRICATION 

The actuated microreflector was fabricated on a silicon 
substrate using silicon-surface micromachining technology. The 
fabrication process is described in detail in [1,8). An n+ 
polysilicon layer defines a ground plane. Three additional 
polysilicon structural layers are used to define the comb-drives, 
sliders, hinges, and mirror beams. Phosphorous doped silicon 
dioxide is used for sacrificial spacer layers between polysilicon 
layers. A special pre-release etch in 5:1 HF followed by a 
vigorous rinse is used to eliminate stringers. Then the structure is 
released for 10 minutes in concentrated HF to dissolve the oxide 
and dried using a critical-point COi drier [7] to avoid stiction. A 
400 A gold layer is evaporated onto mirror surface to increase 
reflectivity. 

CHARACTERIZATION 

Characterization of the vibromotor alone has been described 
in a previous publication and has shown the slider motion to have 
a step resolution of less than 0.3 µm [8]. In this paper, 
vibromotor performance in an integrated microreflector system 
(Figure 1) is characterized. To measure the precision of the 
actuated microreflector, a HeNe laser is reflected from the 
micromirror surface onto a CCD camera. As the front and rear 
sliders are actuated, the beam position along each of the two axes 
is measured on the CCD and extrapolated to a location 200 µm in 
front of the mirror (where a fiber would typically be positioned for 
a laser-to-fiber coupling application). The standard deviation of 
the vertical beam position data from a linear response depends on 
the selected slider step size. For the front slider this deviation is 
roughly equal to the step size, while for the rear slider the 
deviation exceeds the step size by about 50-60%. The selected 
average step sizes of 0.35 µm for the front slider and 0.42 µm for 
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Figure 4. Beam scanning with the actuated micro-reflector. In (a) 
a 40 V de offset was used, resulting in 0.7-1.1 µm step size on the 

plane 200 µmfrom the micromirror, while in (b) a 38 V de offset 

produces 0.3-0.6 µm steps. 

the rear slider produce standard deviations of 0.32 µm and 
0.60 µm respectively (Figure 2a). These deviations are due 
primarily to the "play" in the hinges and the wobble in the slider 
structure. The greater length of the rear slider results in increased 
wobble and leads to a greater standard deviation. The horizontal 
beam deviation is 0.05 µm (Figure 2b) and is comparable to the 
0.07 µm deviation measured in externally actuated structures. 
This precision is sufficient for laser to single-mode fiber coupling 
applications where, due to lens magnification, the beam only 
needs to be within approximately ±1 µm for high coupling. 
However, for external cavity laser applications a higher angular 
prec1S1on is necessary. Since in earlier experiments a 
microreflector with no on-chip actuators and an alternate hub 
design has shown a vertical precision of 0.17 µm [1], improving 
the design of the actuated slider should greatly improve the mirror 
precision. 

In order to observe the actuation dynamics of the 
microreflector, a reflected HeNe beam was imaged on a position
sensitive detector while the angular position of the mirror was 

lens 

lens 

power meter 

Figure 6. Experimental setup for the laser-to-fiber coupler 
system. The microreflector is used to optimize optical alignment 
into the single-mode fiber. 
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Figure 5. Coupling efficiency from semiconductor laser to single
mode fiber using the actuated micromirror. An efficiency of 32% 
was achieved. 

swept in real time. The rear vibromotor was biased at 40 V de 
and driven with 20 V (p-p) resonant (8.2 kHz) square-wave 
pulses. The position of the beam and the drive voltage were then 
monitored on a digital oscilloscope. The resulting trace is shown 
in Figure 3. As predicted and observed in [8], the comb structures 
require a few cycles (3 in this case) to build up sufficient energy 
for impact. The first significant impact occurs during the third 
cycle at which point the mirror angle begins to change. The 
mirror is further deflected during the fourth cycle; however, 
sufficient energy is lost by the resonator to keep the next impact 
from producing significant displacement. Finally, the sixth cycle 
provides the greatest impact, resulting in a total mirror rotation of 
0.3°. The small back and forth motion apparent in the response is 
most likely due to slight deformation of the hinge joints during 
impact as the square pin is forced against the staple. The 
remaining "roughness" of the response is due to noise in the 
detector. 

To demonstrate the use of the actuated microreflector in 
scanning and beam-positioning applications, the mirror was used 
to continuously scan a laser beam across the detector. The rear 
vibromotor was driven with bursts of four 20 V (p-p) resonant 
(8.2 kHz) square-wave cycles spaced 10 ms apart, with a 40 or 
38 V de offset. The resulting output (Figure 4) clearly shows the 
stepwise nature of the mirror motion. The average speed of the 
sweep can be changed by varying the spacing of the bursts. 
Figures Sa and Sb also demonstrate that the size of the step itself 
depends on the applied voltage and can be controlled. With an 
average angular step size of 5 mrad, the microreflector has a 
maximum estimated scan rate of 10.2 rad/s or a beam speed of 
2 mm/s on a plane 200 µm in front of the reflector. 

Next the microreflector was used in a fiber coupler 
configuration to provide fine alignment between a semiconductor 
laser and a single-mode optical fiber (9 µm core) . The light from 
a standard telecommunications grade 1.3 µm DFB laser was 
imaged by a lens system onto the fiber facet. All components 
were kept on separate alignment stages, and the actuated 
microreflector was positioned between the lens and the fiber to 
provide fine alignment (Figure 6). The microreflector was 
actuated to provide a maximum coupling efficiency of 32%. 
Figure 5 shows the dependence of coupling efficiency on the 
number of rear vibromotor steps. The step size can be varied by 
changing the drive voltage to provide various degrees of control. 
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The data show a good fit to a Gaussian curve with deviations 
being due to slider wobble and angular misalignment of the 
components. The coupling efficiency was limited to 32% in this 
experiment due to misalignment of the bulk components. 
However, efficiencies up to 45% were previously demonstrated 
using externally actuated devices [1,6], and, with all on-chip 
components and a higher placement precision, should reach 70%. 

CONCLUSIONS 

In conclusion, we have fabricated and characterized a 
vibromotor actuated micromachined microreflector for use in 
integrated optical systems on a silicon chip. The microreflector 
has two degrees-of-freedom and is able to position an optical 
beam in two dimensions. It is designed for use in self-contained 
laser-to-fiber coupling modules, integrated external-cavity 
devices, as well as other silicon-optical-bench applications 
requiring precise optical alignment. The reflector is capable of 

positioning an optical beam a fiber with a resolution of 0.81 µm, 
and a significantly higher precision is expected in future designs. 

We have demonstrated repeatable beam scanning, with the 
scanning speed and step size determined by the applied electrical 
signal. We also used the microreflector for fine alignment in a 
laser to single-mode fiber coupler, achieving precise control of the 

beam and a 32% coupling efficiency. The actuated microreflector 
and devices like it mark an important step towards making useful 
and cost-effective miniaturized integrated optical system. 
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CHARACTERISTICS OF A POL YIMIDE MICROV AL VE 

Yu-Cheng Lin, Peter J. Hesketh, James G. Boyd+ 

Center for Applications of Microfabrication in Manufacturing, 
Department of Electrical Engineering and Computer Science, 

+Department of Mechanical Engineering,
University of Illinois at Chicago, Chicago, Illinois 60607 

Susan M. Lunte*, and George S. Wilson* 
*Center for Bioanalytical Research, University of Kansas, Lawrence, Kansas 66047

ABSTRACT 

A new micromachined microvalve has been designed and 
fabricated for a miniature micropump for nanodialysis[l]. 
Nanodialysis is an in vivo technique that permits continuous 
sampling of drugs and endogenous compounds in awake 
animals[2]. Twenty microvalves are fabricated on each 2" silicon 
wafer. These microvalves have been integrated into a micropump 
for on-line nanodialysis. 

INTRODUCTION 

Micromachining and microfabrication techniques are now 
established processes for the fabrication of miniature sensors, 
microactuators, and microfabricated devices for microsystems. 

More recently, micromachining techniques have been 
applied to the fabrication of chemical and biochemical sensors, 
and more significantly to micro chemical systems[3,4]. 
Micropumps and microvalves are one of the key elements in these 
analytical systems. Especially, microvalves play an important role 
for micropumps to function properly. 

The microvalves can be categorized in two types: active and 
passive[S-20]. The passive microvalves are function as check 
valves. The valves open under forward applied pressure and have 
small leakage under backward applied pressure. The polyimide 
microvalve discussed in this paper is a passive microvalve. 

FABRICATION 

The cav1t1es and channels are 50 µm deep and made by 
anisotropic etching of silicon in 50% CsOH at 60 ° C for 4.5 
hours, using SiO2 masking layers on both sides of the wafer. The 

silicon wafer was anodically bonded to 2¾" diameter Pyrex glass 

disc by using 700-1000 Vat 350 °C in a nitrogen purged cabin to 
avoid oxidation of polyimide. The glass surface was damaged in 
the bonding process when using one contact point probe, 
however, there was no damage on the glass surface when using a 
gold coated surface beneath the contact. The glass opening is 
etched in 50% HF with Cr/Au masking layer to form the valves. 

The polyimide microvalve, shown in Figure 1, has an 
opening diameter of 300 µm and 50 µm wide cross reinforcement 
strips. 

polyimide 
check valve 

Figure 1. Photograph of the polyimide check valve with opening 

diameter of 300 µm and 50 µm wide cross reinforcement strips. 

EXPERIMENT 

The flow rate of the microvalve was measured by using the 
setup shown in Figure 2. The different applied pressures were 
obtained by changing the water height. The height remain the 
same by adding the DI water or alcohol with a syringe. The flow 
volume is obtained by scaling the syringe every five minutes. The 
pressure loss of this measurement setup has been calculated by 
using Poiseuille's equation and the Bernoulli equation for viscous 
flow, and found negligible compared to the applied pressure. 

Microvalvc 

I 

Figure 2. Schematic diagram of measurement setup for flow rate 
at different pressures. 
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All valves tested show an aging effect. The fresh valve has 
a lower flow rate than after aging. Figure 3 shows the aging flow 
rates of DI water through a fresh 4.6 µm thick polyimide check 
valve with two 50 x 200 x 1500 µm channels under 20 cm-H2O 
pressure at 22 °c. 
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Figure 3. Valve aging and saturation with 20 cm-Hp pressure 

applied. DI water flows through a fresh 4.6 µm thick polyimide

check valve with two 50 x 200 x 1500 µm channels under 20 cm
HP pressure at 22 °c. 

The first check valve was made with a 2.6 µm thick layer of 
polyimide. The flow rates of DI water under different forward 
pressures through the 2.6 µm thick polyimide check valve with a 
58 x 500 x 1500 µm channel are shown in Figure 4. 

The 4.6 µm check valve is stronger than 2.6 µm one for 
higher pressure applications. Figure 5 shows the flow rates of DI 
water through a 4.6 ,um thick check valve and two 50 x 200 x 
1500 pm. channels at different forward pressures after aging. The 
dashed line indicates the flow rate is proportional to the applied 
pressure, and the minimum pressure to start flow is less than· 5
cm-H2O pressure. 

7 ...-----...------...-----r-----. 
-

6

0 
5 -.-valve 1....,_ _________ _

4 
...I 

-valve2

3 

0 1LL 

0 
0 10 20 30 40 50 

Pressure (cm-H20) 

Figure 4. Comparison of the flow rates of DI water through two 
different 2.6 µm thick check valves and the 58 x 500 x 1500 µm 
channel under different forward pressures. 
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Figure 5. Flow rate of DI water through a 4.6 ,um thick check 
valve and two 50 x 200 x 1500 µm channels at different forward 
pressures after aging. 

The flow rate ratios of DI water for equal forward and 
backward pressures of the 4.6 µm thick microvalve are above 
200, shown in Figure 6. 
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Figure 6. The ratio of fl.ow rate of DI water for equal forward
and backward pressures through a 4.6 ,um thick polyimide check 
valve and two 50 x 200 x 1500 ,um channels at 22°C . 

The flow rates of isopropyl alcohol through a 4.6 µm check 
valve and three 50 x 200 x 1500 µm channels under different 
forward pressures are shown in Figure 7. Each measurement is 5
minutes at 22°C. 

The isopropyl alcohol leakage through 4.6 µm thick check 
valves with three 50 x 200 x 1500 µm channels under different 
backward pressures are shown in Figure 8. The dashed lines of 
the flow rates indicate the leakage is proportional to the applied 
pressure. 

The ratios of flow rate of isopropyl alcohol for equal 
forward and backward pressure through a 4.6 µm thick check 
valves with three 50 x 200 x 1500 µm channels for valve 6 and 
valve 7 are less than 15:1. 
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Figure 7. Comparison of two different 4.6 µm check 

valves with isopropyl alcohol as the working fluid. The flow runs 
through a 4. 6 µm check valve and three 50 x 200 x 1500 µm 

channels under different forward pressure. 
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Figure 8. The isopropyl alcohol leakage through a 4.6 µm 

check valve and three 50 x 200 x 1500 µm cha.nnels under 

different back pressures. The dashed lines are linear and indicate 
the leakage is proportional to the pressure, and the minimum 
pressure to start leakage is less than 5 cm-H20 pressure. 

CONCLUSIONS 

All valves have an aging effect. The fresh valve has a lower 
flow rate than after aging. The flow rate of this valve is 
proportional to the applied pressure, and the minimum pressure 
needed to start flow is quite small. The ratios of forward flow 
rate to backward leakage are above 200 with DI water as the 
working fluid. However, the ratios are less than 15 with isopropyl 
alcohol as the working fluid. 
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SEQUENTIAL SOLUTIONS OF FIELD EQUATIONS USING A SINGLE BEM MODEL 

PerB. Ljung 

Berkeley Sensor & Actuator Center 
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ABSTRACT 

A new portable CAD tool is introduced allowing a single bound
ary element model to solve coupled nonlinear Laplace, Poisson 
and Navier field equations. The compact formulation of the model 
and discretized differential equations allows the software to be 
implemented on standard personal computers in vectorized Mat
lab code. Several 2D and 3D examples are given using common 
micromachined structures. 

INTRODUCTION 

Designers of microelectromechanical systems need to be able to 
analyze 3D coupled multi-energy domains within a single inte
grated CAD environment. Currently separate analysis tools [1)-[7] 
are used for thermal, electrostatic, elastostatic, thermoelastic, and 
magnetostatic field solutions, iterating between tools until results 
converge. This requires redundant data preparation since the 
domains must be modeled appropriately for each individual CAD 
tool. Further, this results in inefficient operation due to the over
head of translating intermediate results between different CAD 
tools. Nontrivial models become unwieldy requiring up to 1 
month processing time [5] to solve coupled electrostatic and elas
tostatic problems using iteration between separate CAD packages. 
These large coupled FEM problems have also been solved with 
parallel computation [8] of linked workstations. 

DUAL RECIPROCITY BEM 

In contrast to earlier work, this paper presents an integrated 
CAD tool capable of solving coupled field equations using a sin
gle boundary element method (BEM) mesh. Since only the bound
aries of the system are modeled, this results in simple data 
preparation as well as small data structures and fast simulation. 
Further, the single BEM mesh is used for each desired field analy
sis resulting in efficient numerical interaction for large nontrivial 
coupled problems as depicted schematically in Figure I. 

thermal 
electrostatic 
elastostatic 

thermoelastic 
magnetostatic 

diffusion 
modal analysis 

results 

Figure I. A single BEM model suffices to solve an arbitrary 
sequence of coupled field equations. 

Compared to FEM which only solves for the desired state vari
able, BEM simultaneously solves for both the state variable and 
flux. While traditional BEM programs can solve static 2D and 3D 

Laplace and Navier field equations, the dual reciprocity boundary 
element method (DR-BEM) [9] used here can solve: 
Laplace 

2 
Vu = O; 

time-dependent Poisson 
2 

V u = b(x, y, z, u, t) ; 

and time-dependent Navier 

G 
G 

b 
.. 

u}. kk + -1 2 u . + 1· = puk • - V k,kJ 

(1) 

(2) 

(3) 

field equations. The DR-BEM is implemented in portable vector
ized Matlab [10) code using isoparametric surface elements to 
solve Poisson and Navier equations [11) enabling the calculation 
of distributed LCR-networks, electrostatics, elastostatics, ther
moelastics, magnetostatics and modal analysis. Figure 2 shows a 
diagram where the field equation, valid in the domain !l , is evalu
ated on the discretized boundary elements and internal nodes. 

Figure 2. DR-BEM boundary discretization using linear elements 
consisting of N external nodes and L internal nodes. 

Problems with nonhomogeneous time-varying forcing functions 
and material nonlinearities are fully supported by DR-BEM while 
problems with geometric nonlinearities are solved using iteration. 
Coupled systems such as electrostatic-elastostatic problems are 
solved by iteration between the DR-BEM field solutions, whereas 
coupled systems such as thermoelastic-modal analysis problems 
are solved directly using the first field solution. 

PORTABLE MATLAB IMPLEMENTATION 

Solving a discretized boundary element problem requires matrix 
manipulation, numerical integration and solving linear systems. 
For this reason, it was expedient to use Matlab as the platform for 
the boundary element software. Consider 

V
2
u = b (4) 

which allows the modelling of: 
(i) Laplace problems, where b = 0 ;
(ii) diffusion problems, where b = b (i)u/at) ;
(iii) convection problems, where b = b (i)u/i)x) ;
(iv) nonlinear material problems; and
(v) modal analysis problems, where b = -u.
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A weighted residual formulation of Eq. 4 produces 
Jl V2u-b )!!dll = J (q-q)!!df'- J (u-u)qdf' (5)
n G � where Q is the solution domain, u is the fundamental solution [11] such that V2 !! = -I!., and wh�e I!. is the Dirac delta function. The specified boundary conditions are u

1 on r 1 andq
2 

= oulon on r
2 

where r = r
1 

+ r
2 

is the total boundary and n is the normal to the boundary. Eq. 5 is integrated twice by parts and grouping all the boundary terms together, one obtains for a point source i
ci

u
i + J uqdf' -J q!!df' = J b!!dO.. (6) 

r r n Standard BEM schemes [11) cannot evaluate the domain integral on the right-hand side of Eq. 6. However, using the dual reciprocity approximation [9], the domain term is approximated as 
N+ L 

b: I,afi (7) 

j=I where N are the number of boundary nodes, L are the number of internal nodes, a. are a series of unknown coefficients and f.. are a set of approximitting functions, which for the case of the La�lace operator satisfy 
(8) 

Substituting Eq. 8 into Eq. 7 results in 
N+ L 

V
2

u = b: Lal v\). (9) 

j=I Multiplying by the fundamental solution !! and integrating over the domain gives 
N+ L fb!!dO. = I, a

i
J( v\)!!dO.. (10) n i= 1 n Integrating twice by parts for each source point i leads to 

CiUi + f uqdf'-jq!!df' = 

r r 

N+ L (11) 

"" a.(c-u .. +fq.u.df'-fu.q.df') ,4J J I IJ -I J -1 J i= 1 r r Discretizing over N boundary elements and evaluating the integrals using gaussian numerical integration produces 
N N 

ci
ui 

+ L Hikuk
- L Gikqk = 

k =I k=I 
N

i

L a
j
(ciuij 

+ i Hikukj
- i G;il.kj)

j=I k =I k =I 
(12) 

After evaluation at all boundary nodes i , the following matrix equation results 
N+ L Hu-Gq = L C1./Hu

j
-Gq}. (13) 

j = 1 Collecting the vectors ui and qi, the nonhomogeous terms form the vector 
(14) This can be rearranged to reflect that either the state variable u 1 or flux q

2 
is known at each node 

(15) 

Rearranging so that all the unknowns are on the left-hand side results in 

which is in the form of Ax = B which can be solved using the Matlab linear system solver. Note that the matrices G and H are fully populated and nonsymmetric. 'fypically 95% of the simulation time is spent forming the matrices G and H and the remaining 5% in solving the linear system ofEq. 16. Note that only boundary elements are required for homogeneous equations, and that no approximations were made other than the discretization of the boundary and numerical integration. Internal nodes are required for nonhomogeneous equations using DR-BEM which introduces an approximation in the evaluation of the volume integral. In contrast, the FEM introduces approximations in the solution over each element as well as discretization and numerical integration approximations. Even with a coarse boundary mesh and few internal nodes, the DR-BEM is extremely accurate compared with a much finer volume mesh used in FEM. Using DR-BEM allows the problem to be easily discretized with coarse meshes leading to low memory requirements allowing its implementation on standard personal computers. Similar DR-BEM expansions for the Navier fundamental solution [11) are readily generated such that 
Ad-Bt = C (17) where d

i 
is the displacement and t

i 
is the traction at node i.Thermoelastic problems can be written as two matrix equations Hu-Gq = C

1 Ad-Bt+Eu-Fq = C2
(18) 

where the temperature u and flux q are solved from the thermal Laplace equation and d and t are the resulting elastostatic deflection and traction, respectively. If the thermal variables u, q do not rely on the elastostatic deflection t, then the thermal and thermoelastic equations can be solved simultaneously. Coupled electrostatic and elastostatic field equations can be written as two matrix equations Hu-Gq = C
1Ad-Bt-Fq = C2 (19) 

where the electrostatic force is calculated in the F matrix. Due to the strong coupling between the Laplace solution the elastostatic deflection, these coupled equations must be solved using iteration. For modal analysis, the problem to be solved is 
2 2 V u + ro u = 0 (20) which is of the form Eq. 4 where b = -ro2u .  In this case Eq. 14 can be rewritten as 
2 , , -1 C = ro (HU-GQ)F u (21)which can be repartitioned [12] to form a generalized eigenvalue problem 

Ku= ro2
Mu (22)where Matlab can solve for the eigenvalues and eigenvectors. Note that since the matrices are full and nonsymmetric, complex eigenvalues may result due to numerical discretization. 
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ELECTROSTATIC EXAMPLES 

3D electrostatic fields must be addressed even for nominally 
planar geometries such as parallel-plate capacitors. While the 
BEM program FASTCAP [6] can solve Laplace's equation with 

constant dielectrics, it has several disadvantages including the use 

of constant elements, no provision for symmetry planes to sim
plify modeling, and no provision for groundplanes. The present 

program can solve the more general Poisson's equation allowing 
for continuously varying dielectrics. Further, it fully supports the 
use of symmetry planes and groundplanes. Finally, it uses isopara

metric elements allowing linear or quadratic interpolation of the 
potential and flux over the element resulting in much higher accu
racy with fewer elements. 

Simple parallel-plate example 

The potential and flux are calculated for the 3D parallel-plate 

over a groundplane as shown in Figure 3. The model consists of 

the surfaces of the plate (width=4, thickness=2) and an underlying 
groundplane (gap=2) forming a capacitor. The arrows indicate the 

flux direction and magnitude. Note the flux concentration along 

the bottom surface edges. This concentration leads to a higher 

capacitance than the ideal parallel-plate model indicates. 

Figure 3. Cross-section of 3D parallel-plate over a groundplane 
showing equipotential lines and flux. Note the flux concentration 
along the corners. 

The fringing field capacitance associated with each surface is 

calculated and shown in Figure 4 for the 2D case and in Figure 5 
for the 3D case. 

bo1lom 

sides 

top 

2 3 4 5 
platethiclcneu[m] 

Figure 4. Capacitance of 2D parallel plate showing the fringing 
field contributions from the bottom, side and top surfaces. 

The 2D BEM simulations show that the capacitance is about 2x 

larger than the ideal 2D parallel-plate capacitor. As shown in 
Table 1, the 2D BEM shows relative errors >1 % compared to the 
exact 2D conformal mapping capacitance. While no analytical 

solution for the 3D parallel-plate capacitance exists, simulations 
show that the converged 3D BEM capacitance is about 6x larger 
than the ideal 3D parallel-plate. 
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Figure 5. Capacitance of 3D parallel plate showing the fringing 
field contributions from the bottom, side and top surfaces. 

For large plate thicknesses, the total sidewall area rapidly 

becomes larger than the bottom surface area. The flux concentra

tion along the bottom and side edges increases the capacitance of 

the plate, accounting for the large capacitance difference between 
the calculated 2D and 3D models. The simulation times on a Mac
intosh PowerPC portable computer is also shown in Table 1. 

TABLE 1: 2D WIRE CAPACITANCE RATIO C/C10EAL 

thickness 2DBEM 2DBEM conformal 
gap=2 26 elements 104 elements mapping 

width=4 (5 sec) (110 sec) [13) 

0.25 2.43 (10.3%) 2.23 (1.2%) 2.21 

0.5 2.45 (7.9%) 2.28 (0.4%) 2.27 

1 2.52 (6.2%) 2.38 (0.2%) 2.38 

2 2.67 (5.5%) 2.53 (0%) 2.53 

4 2.90(5.7%) 2.71 (-1.4%) 2.75 

8 3.24(7.0%) 2.91 (-3.9%) 3.03 

Electrostatic comb-finger 

Another common structure requiring accurate flux calculation is 

the electrostatic comb-finger used for forcing and transduction in 
resonators. The BEM model comprises a rotor finger, a stator fin

ger and a groundplane. Symmetry planes are used such that the 
model represents a section of an infinite comb-finger array. From 

the flux results shown in Figure 6, the capacitance and electro

static forces are directly calculated. Note that no deflection of the 
rotor is required to calculate the force as is the case with a FEM 

analysis. The capacitance (Figure 7), lateral electrostatic force 

(Figure 8) and levitation electrostatic force (Figure 9) are shown 

for different comb-finger rotor positions. The capacitance and 
force calculations use the permittivity e = 1 . 

Note that the drive force does not increase monotonically as the 
comb-fingers engage due to charge cancellation on the finger side

walls, an effect which has not previously been reported. The max
imum lateral force is obtained when the fingers do not engage: all 

the flux lines from the sides and tip of the rotor finger then have a 
component in the x-direction. As the fingers engage, most of the 
flux on the sides of the rotor no longer has an x-component which 
reduces the total lateral force. As the rotor tip approaches the sta-
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tor anchor, the parallel-plate effect becomes dominant and the 

attractive force increases. 

Also note that the levitation force is 4x larger than the lateral 

force. If this is undesired, a different shaped groundplane may be 

used to minimize the levitation force. The capacitance due to the 

fringing field is about 2x larger than the ideal overlapping plates. 

A large part of this capacitance can be treated as a constant para

sitic capacitance since the lateral drive force is approximately the 

same as expected for ideal overlapping plates. The levitation force 

is about 3x larger than expected however due to fringing field 

components. 

-1 

-2 

flux concentration 

Figure 6. Electrostatic flux distribution on a section of a infinite 

comb-finger assembly. 
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Figure 7. Comb-finger capacitance as a function of rotor position. 
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Figure 8. Lateral electrostatic force on comb-finger rotor as a 

function of rotor position. 
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Figure 9. Levitation electrostatic force on comb-finger rotor as a 

function of rotor position. 

Electrostatic etch-holes 

A 3D BEM model of a plate with etch-holes is shown in 

Figure 10. Symmetry planes on the vertical surfaces are defined 

such that the model represents a section of an infinite plate. 

Figure 10. BEM model of a section of an infinite parallel plate 

with etch-holes. 

The capacitance matrix consisting of capacitance contributions 

from the bottom, side and top surfaces is calculated for different 

size etch-holes. Large etch-holes do not significantly reduce the 

total capacitance since the flux associated with the edges and 

side-wall fringing increases. For the same reason, a parallel plate 

with small etch holes has a larger capacitance than an ideal paral

lel plate. 
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Figure 11. Capacitance vs. etch-hole width. The fringing field 

contributions from the bottom, side and top surfaces are shown. 

The flux concentration along the edges of the bottom plate due 

to the etch-holes result in a bottom plate capacitance contribution 
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larger than that expected compared to an ideal parallel plate
capacitor of the same area. With larger etch-holes, the capacitance
contribution from the side walls becomes significant. The capaci
tance contribution from the top surface is negligible. As Figure 11
shows, an effective capacitance approximation is to ignore the
effect of any etch-holes on a parallel-plate. 

DIAPHRAGM WITH COUPLED FIELDS 

Consider the diaphragm pressure sensor as an example of a
common micromachined structure under the influence of several
different coupled fields. During the fabrication process, a residual
stress and residual stress gradient results in a warping of the dia
phragm. During operation, pressure is applied resulting in an elas
tostatic deformation of the diaphragm. This deformation is
capacitively measured by applying a voltage differential between
the bottom of the diaphragm and the groundplane. If the resulting
electrostatic field is large, the diaphragm will deflect due to the
large attractive electrostatic forces. Finally, the natural frequencies
of the structure are to be calculated. The effect of each of these
applied fields are simulated below using a simple 2D model for
clarity. 

The diaphragm 2D BEM model consists of two closed regions:
the diaphragm and the space between the diaphragm bottom sur
face and groundplane. The model consists of 30 nodes and 40 lin
ear elements as shown in Figure 12. The appropriate boundary
conditions and material properties are defined for each region.

X X X X X X X X X X X X X X X X X X X 

diaphragm 

I 
groundplane 

Figure 12. 2D BEM model of diaphragm pressure sensor 
consisting of 30 linear elements and 19 internal nodes. 

Stress gradient deflection 

Surface micromachined structures typically have residual strains
o and residual strain gradients r from the fabrication process.
The strain gradient r results in a warping of the structure which
must be modeled. Rather than apply stresses directly to the model,
it is possible to calculate an equivalent temperature and tempera
ture gradient which will result in the same stress state. Assuming a
stress field varying in the z direction, a temperature field causing
the same average stress and deflection is

o(z) = Ea.T(z) = Ea.[T(O) +T(O)z+T'(O)�+ ... ] (23)

By identifying terms one obtains expressions for the average tem
perature and the linear temperature gradient:

01z = O = Ea.Tlz = o (24)

(25) 

The residual stress and stress gradient are modeled by applying
a temperature T 1 to the top surface and T 2 to the bottom surface of
the diaphragm. The resulting heat problem is readily solved for
any unknown node temperatures and element temperature flux.
These thermal state variables are then used to calculate the ther-

mal elastostatic stress state. Any externally applied elastostatic
deflections and tractions can also be linearly added. In this case,
the ends of the diaphragm were specified as fixed d = 0 and no
external tractions t were applied. The resulting thermoelastic
deformation is shown in Figure 13.

Figure 13. Deflection of diaphragm due to residual stress 

gradient. 

Pressure deflection and capacitance 

A pressure over the diaphragm is applied by specifying t at
each element node on the top surface. Note that because the ele
ments use linear interpolation, a constant t corresponds to a con
stant evenly applied pressure across the diaphragm. The resulting
deflection due to the residual strain gradient and applied pressure
is shown in Figure 14. The resulting capacitance can be calculated
by applying arbitrary voltages u1, u0 to the bottom of the dia
phragm and the groundplane. The resulting electrostatic problem
is in the form of Laplace's equation which is readily solved for
any unknown node voltage and element electrostatic fluxes.

Figure 14. Deflection of diaphragm due to applied external 

pressure and residual stress gradient. (The tractions t are defined 

normal to the diaphragm surface.) 

Electrostatic force and deflection 

Depending on the diaphragm configuration, the attractive elec
trostatic forces due to the applied sense voltage can cause signifi
cant deflections. This elastostatic deflection in tum changes the
electrostatic forces. This coupled problem can be solved by iterat
ing between the elastostatic and electrostatic solvers until the
change in deflection is not significant. Figure 15 shows the deflec
tion of the diaphragm due to electrostatic forces, applied pressure
and residual stress gradient. Equipotential lines and flux arrows
are also shown.
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Figure 15. Deflection of diaphragm due to differential sense 
voltage, applied pressure, and residual stress gradient. 

Modal analysis 

The DR-BEM can be used to calculate the eigenvalues and 
mode shapes of the diaphragm. The additional stiffness caused by 
the applied electrostatic forces, pressure and residual stress gradi
ents has not been included. An additional 19 internal nodes were
arranged along the centerline of the diaphragm to form the
right-hand side of Eq. 21. Rearranged into effective spring and 
mass matrices of Eq. 22 allows Matlab to directly calculate the
eigenvalues and eigenmodes. Due to discretization approxima
tions, some of these eigenvalues are complex. The first eigenval
ues agree closely with those expected for a fixed-fixed diaphragm.

ACCELEROMETER WITH COUPLED FIELDS 
Complex 3D structures such as lateral surface micromachined 

accelerometers can be modelled and simulated in the same man
ner. Figure 16 shows the exaggerated deflection of the accelerom
eter due to the same stress gradient. The BE mesh is used to solve 
for the elastostatic field inside the polysilicon structure. The same 
BE mesh is used to calculate the electrostatic field outside the pol
ysilicon structure. In order for the capacitance calculations to con
verge, many elements are required along the edges of the 
co�b-

r
ngers. Since both FEM and BEM problems scale as

0\ ir , this leads to lengthy simulations. Each electrostatic and 
elastostatic iteration required 0.4 and 6 hours on a Macintosh 
PowerPC portable computer. The natural frequencies and eigen
modes agree closely with traditional FEM analysis. 
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Figure 16. Deflection of surface micromachined accelerometer 
due to residual stress gradients. The ground-plane and stator 
fingers are not shown for clarity. (Z-axis scaled by 100) 

CONCLUSIONS 
A new portable BEM tool able to solve arbitrary 2D and 3D 

Poisson and Navier field equations has been introduced. The mod
eling effort is minimized since only the boundaries of the field 
must be described. Further, a single model is sufficient to allow 
sequences of different field equations to be solved. The compact 
model and DR-BEM formulation allows the software to be imple
mented in portable vectorized Matlab code on standard personal 
computers. Several electrostatic, elastostatic and thermoelastic 
fields in common microm�hined structures are solved using this 
portable CAD tool. 
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ABSTRACT 

This paper describes x-ray imaging, visualization 
and analysis technologies which are utilized in an 
investigation of the micro-structure and micro-motion in 
various fluidic microsystems. More specifically, we have 
imaged and visualized the 3-D internal microstructure of 
Redwood Microsystems gas and liquid microvalves using x
ray microtomography and a massively parallel 
supercomputer, the Princeton Engine. In other experiments, 
x-ray microradiography was used to image fluid transport
through the valves as well as valve actuation. In addition, we
have begun to develop a method to visualize and measure
steady-state flow in microchannels through the use of
emulsions. The motion of the fluid and detailed flow pattern
are directly viewable by motion of the liquid droplets.
Finally, we have employed image motion analysis, bolstered
by physical and geometric constraints derived from fluid
mechanics, to recover meaningful flow fields and velocity
profiles in microchannel flow. We found that our measured
velocity profiles in 1000, 840, 750 and 640 micron inner
diameter capillary tubes are in reasonably good agreement
with the theoretical average velocity profiles of fully
developed circular pipe flow.

INTRODUCTION 

Numerous fluidic microdevices, such as valves, 
pumps and flow sensors, are rapidly emerging for chemical 
analysis and medical applications. To better design and 
fabricate these microdevices with increased reliability, a 
knowledge of the fluid flow behavior in this micron sized 
regime is crucial. However, an accurate model of flow 
behavior in the micron sized channels of these devices does 
not exist. 

Most experimental studies of fluid transport have 
been limited to measurements of flow rates and pressure 
variations in flow systems or 2-D examination techniques 
such as optical microscopy. For example, J.N. Zemel and 
coworkers [1-3] have investigated flow in channels etched 
in Si ranging in area from 80 to 7200 square microns. In 
these experiments, the flow rate and the pressure drop were 
measured while varying the inlet pressure with a regulating 
valve. In addition, an optical microscope was used for direct 
observation of the fluid through the upper face of the channel 
i.e., a Pyrex glass cover bonded to the Si. 

Our initial investigations have focused on the direct 
examination of the 3-D internal microstructure and 
microdynamics in microsystems using a combination of 
Exxon's x-ray microtomography capabilities, and Sarnoffs 
computer vision, visualization and supercomputing 
technologies. We have imaged and visualized the fluid 
streaming microscopically through various fluidic 
microvalves at high resolution. In addition, we have begun 
to develop a technique to visualize and measure steady-state 
flow in various micron-sized capillary tubes. Finally, we 
have developed vision-based fluid flow recovery algorithms 

by incorporating physical and geometrical constraints to 
retrieve information about the physical flow of fluids from 
corresponding video imagery. 

METHODS 

X-Ray Imaging of Microsystems
Exxon has established an x-ray microtomography/ 

microradiography facility at the National Synchrotron Light 
Source (NSLS), Brookhaven National Laboratories. This 
facility produces 3-D images of the internal structures of 
millimeter sized samples with resolution approaching 1 
micron [4,5]. The synchrotron provides an intense, 
monochromatic, highly collimated x-ray beam with energies 
ranging from 5-30 keV. High quality microradiographs are 
generated with short exposure times of < 1 sec. The samples 
are uniformly illuminated by the x-ray beam. The wavelength 
is chosen so that the samples absorb approximately 80% of 
the incident x-rays. Differences in the x-ray absorption of 
materials form the basis of the radiography experiments. The 
phosphor screen converts x-ray light to visible light output 
for the CCD imager. A high power optical microscope 
objective is used to magnify the radiographic image formed in 
the phosphor onto the CCD camera. The digital image data is 
transferred to and stored in memory of a Macintosh computer. 

Microtomography- Imaging Micro-Structure: This technique 
provides non-destructive, 3-D static characterization of 
internal microstructure of microsystems at high resolution. A 
typical experiment involves the collection of over one 
thousand radiographs or projections as a function of angle. 
These projections are reconstructed by a Direct Fourier 
Inversion algorithm to form 3-D opacity maps. Exxon's 
current reconstruction algorithm depends upon the sample 
being entirely covered by the x-ray beam throughout a 360 
degree rotation. 

Microradiography- Imaging Micro-Motion: This technique 
complements microtomography in that it provides 
information about the dynamics of the displacement process. 
Digital subtraction microradiography produces 2-D 
projections of the 3-D fluid flow through the channels where 
the background structure of the sample has been digitally 
removed from the image. Fluids are typically injected into a 
micro device by a syringe pump operating at a constant flow 
rate. The experiment proceeds by taking "pictures" 
(radiographs) approximately every second until enough 
frames are collected to visualize the displacement. Several 
hundred, 512 x 512 frames are accumulated. The sequence of 
radiographs are processed and then animated to create a "flow 
video" of the fluid moving through the device. 

Visualization 
Since the above instrumentation generates 

megabytes of data every few seconds, new computational 
methods for displaying, manipulating and extracting 
information from volumetric data sets and radiographs are 
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needed. Sarnoff has developed the Princeton Engine (PE) 
(6), a massively parallel supercomputer. Volume rendering 
algorithms have been implemented on the PE which enable 
the truly interactive volume visualization of the large, 3-D 
data sets collected at Brookhaven. These 3-D images, are 
computed and displayed in real-time, i.e., at multiple 
frames/sec (7). We have also employed Silicon Graphics 
(SGI) hardware and software to display, clarify and enhance 
the flow data. Sample applications include simple viewers to 
display image sequences and volume data sets as well as 
various image processing and physical modeling tools. 

Motion Analysis 
A large body of work in image processing and 

computer vision deals with the extraction of motion 
information from image sequences (8). Motion algorithms 
allow for the automatic detection and tracking of specific 
features of interest as well as for the estimation of a flow field 
in a given image sequence. Interestingly, relatively little has 
been done to make use of relevant physical and geometric 
constraints in applying image motion algorithms to specific 
domains of interest (e.g., the recovery of physical fluid flow) 
[9]. In the following paragraphs, we discuss image motion 
analysis, and how it is utilized to recover velocity flow fields. 

As a point of departure, we are concentrating on the 
recovery of 2-D flow from pairs of temporally related 2-D 
images. The recovery of flow is a non-trivial matter due to 
local ambiguities in the apparent displacement of image 
intensities and the effects of noise [10). Our approach to 
overcoming these matters is to constrain the flow recovery 
process by making use of physical and geometric constraints 
that are derived from fluid mechanics. 

Currently, we are making use of three physically 
and/or geometrically motivated constraints on the flow 
recovery process. The first constraint enforces local rigidity 
of the recovered flow (i.e., translation and rotation of 
infinitesimal material particles). This is done by minimizing 
the total temporal derivative of imaged intensity, with 
intensity taken as a measurement of density. The second 
constraint enforces local smoothness of the recovered flow. 
This is done by minimizing spatial gradients in the recovered 
flow. The smoothness constraint is particularly important in 
ameliorating the effects of imaging noise. The third 
constraint concerns boundary conditions on the recovered 
flow. In particular, we enforce the boundary condition that at 
the interface of the fluid and its containing channel there can 
be no flow component orthogonal to the channel wall. 
Following [11) we combine these constraints and appeal to 
the calculus of variations [12) for a solution. 

Algorithmically, we have embodied this iterative 
solution in a Jacobi relaxation scheme [13) and embedded it 
in a coarse-to-fine pyramid estimation framework [14). The 
pyramid component allows initial estimates to be computed 
at low spatial resolution and used as initial conditions for 
further refinement at successively increased levels of 
resolution. Making use of coarse-to-fine refinement 
increases the range of motions that can be recovered even 
while leading to greater computational efficiency. 

RESULTS 

We have applied the above mentioned x-ray 
imaging technologies in an investigation of micro-structure 
and micro-motion in representative microsystems e.g. fluidic 
microval ves and micron sized capillary tubes. This 
technology was demonstrated using three example 
microsystems described below. Note: The volume data sets 
and dynamic image sequences are best illustrated on video 
tape. 

Redwood's Normally Open (NO) Microvalve 
The Fluistor microvalve, designed and fabricated by 

Redwood Microsystems [15), has been imaged using x-ray 
microtomography. A cavity, etched in a Si substrate, is filled 
with a control liquid. When the liquid is heated, the Si 
membrane flexes outward toward the valve seat. The valve 
contains channels and holes designed to regulate fluid 
transport. We have worked with several such valves 
including a Normally Open (NO) gas microvalve and a NO 
liquid microvalve. Figure 1 shows a snapshot of the 3-D 
microstructure of the NO gas microvalve. After rescaling the 
volume in terms of color and opacity, features of interest or 
selected materials can be identified inside the microdevice. 
For example, the silicon substrate and pyrex glass in Figure 1 
were set to be transparent for easy presentation of the inner 
structures. 

Figure 1. Snapshot of the 3-D microstructure of Redwood's 
NO Fluistor Microvalve. Spatial resolution is 6 
mic ronslvoxe l. 

The above microtomography experiments were 
coupled with a measurement of mechanical motion in this 
valve by using microradiography. For example, an image 
sequence of the NO gas microvalve opening and closing was 
collected. We have observed that when the power is switched 
on, the membrane quickly snaps outward towards the valve 
seat or orifice. When the power is switched off, the 
membrane slowly relaxes back to its original position. The 
boiling of the control liquid in the cavity is also apparent in 
the radiographs. A microradiograph of the valve in the closed 
position is shown in Figure 2. 

Figure 2. Microradiograph depicting a closed Fluistor 
Microvalve. The spatial resolution is 6 microns/pixel. 

Digital subtraction microradiography, as described 
above, was also utilized to directly examine fluid transport. 
For example, we have investigated the initial filling of 
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Redwood's Normally Open liquid microvalve with 
iododecane. Iododecane was injected into the valve at a 
constant flow rate of 0.12µ1/min. We have observed the 
liquid initially wetting the space (air gap) between the silicon 
membrane and the Pyrex. Only after complete filling of the 
air gap, does the fluid proceed through the output port. We 
can clearly see the onset of an air bubble forming. Three 
microradiographs selected from this image sequence are 
shown in Figure 3. The arrows indicate the direction of flow 
through the valve. Bubble formation and dead space were 
prevalent during these experiments. 

Figure 3. Microradiographs depicting the initial filling of 
Microvalve (after digital subtraction of background structure). 
The arrows indicate the direction of flow into the input port, 
through the air gap and finally leaving the output port. The 
spatial resolution is 6 microns/pixel. 

Redwood's Normally Closed (NC) Microvalve 
Microradiographs of an open (hot) and a closed 

(cold) NC valve are shown in Figure 4a and 4b, respectively. 
In this valve, the orifice is off-center with respect to the 
cavity and the membrane includes a fulcrum point. As the 
liquid is heated, the membrane pushes outward, causing the 
upper pyrex to rotate away from the orifice, allowing flow to 
occur. We have collected microradiographs of the NC valve 
during actuation and under varying inlet pressures. We have 
observed that increasing inlet pressure causes the upper pyrex 
to rotate towards the closed position, even though the valve 
is completely open (hot). 

Micro Pipe Flow 
We have begun to develop a technique to provide the 

simultaneous visualization and measurement of velocity flow 
field in microsystems. This technique can be utilized for 
steady state and unsteady state flows at the micron level. To 
accomplish this, an x-ray detectable contrast medium is first 
mixed with a fluid, e.g., oil mixed with water. After 
emulsification, the contrast medium is dispersed in the fluid 
in the form of fine droplets (diameter 1 ~20µm). Since the 
density of the contrast medium is very close to the density of 
water, millions of the fine droplets are neutrally buoyant and 
suspended in the flow field. The droplets follow the motion 
of the fluid in a micro channel and are directly viewable with 
x-ray imaging methods. Several image sequences were
collected using this technique to measure steady state flow of
a liquid in quartz capillary tubes of various sizes. In these
particular experiments, fluid was injected at a constant flow
rate from 0.004 to 0.008 microliters/sec. The qualitative
flow field can be visualized by the motion of the droplets. In
addition, the fluid velocity at any point can also be derived
from the droplet movement between successive images and
the known time interval between the images.

One image from a microradiograph pair is shown in 
the left panel of Figure 5. This image corresponds to an 840 

micron quartz capillary tube with an emulsion solution being 
driven through at 0.004 microliters/sec captured at 500 msec 
exposure time. Examination of the image pair by eye 
suggests that in the (projected) center of the tube the 
emulsion droplets are displacing by approximately IO pixels 
with a smooth transition to almost zero displacement at the 
(projected) left and right boundaries of the tube. The overall 
direction of motion is approximately vertical, with somewhat 
more directional variation in the center of the tube than at the 
sides. The right panel of Figure 5 shows the flow field 
recovered with our variational flow recovery algorithm. 

The experimental velocity profiles across the 
channel at different flow rates, 0.004 and 0.008 µI/sec, are 
plotted in Figure 6. These profiles were compared with the 
theoretical average velocity profile of fully developed circular 
pipe flow at the same flow rates and show reasonable 
agreement[16]. The recovered velocity profiles in 1000, 
840, 750 and 640 micron diameter capillary tubes were 
collapsed into a non dimensional velocity profile, as shown 
in Figure 7. The radius of the capillary tube, R, and the 
maximum velocity at centerline, Umax are used to non
dimensionalize the plot. A fully developed pipe flow 
velocity profile is also superimposed as a solid line in the 
same plot. We find that this theoretical profile fits the 
recovered velocity profiles very well. This means that the 
flow within our test range is still dominated by viscous and 
pressure forces. 

Figure 4. Microradiographs depicting Normally Closed Gas 
Microvalve a) closed (cold) and b) open (hot). The spatial 
resolution is 6 microns/pixel. 

CONCLUSIONS 

We have developed technologies which have 
allowed us to image, visualize and analyze micro-structure and 
micro-motion in fluidic microsystems. We have imaged and 
visualized the 3-D micro-structure and 2-D micro-fluidic 
motion in representative microdevices such as Redwood 
Microsystems' Normally Opened and Normally Closed Gas 
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Microvalves as well as their new Liquid Microvalve using x
ray microtomography and a massively parallel 
supercomputer, the Princeton Engine. We found that th is 
technology can be used to verify the functionality of a 
particular valve as well as detect problem areas such as air 
bubbles and dead space. Finally, we have developed a method 
to image and visualize steady state fluid transport in various 
micron-sized quartz capillary tubes using emulsions. We have 
measured velocity profiles in 1000, 840, 750 and 640 micron 
inner diameter capillary tubes and found that they are in 
reasonably good agreement with the theoretical average 
velocity profiles of fully developed circular pipe flow. 
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Figure 5. The left panel shows one image from an input 
image pair. The right panel shows the flow field recovered by 
our variational flow recovery algorithm. The channel 
diameter is 840 microns. The spatial resolution is 3 
microns/pixel. 
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ABSTRACT 

This paper details a post-process technique by which 
circuitry in an unmodified IC technology is thermally and 
electrically isolated from the silicon substrate. This method 
enables new applications for micromachining, including 
temperature regulation of analog integrated circuits. The process 
will be discussed in detail, along with improved tetramethyl 
ammonium hydroxide (TMAH) etching chemistries that use strong 
oxidizers to eliminate hillock formation. Also presented is an 
electrochemical biasing method that uses circuitry on the silicon 
being etched during the micromachining step. Work is currently 
underway to evaluate the use of these micromachining techniques 
for commercial analog circuit applications, several of which will 
be highlighted in this presentation. 

INTRODUCTION 

Silicon has a thermal conductivity close to that of aluminum 
(1.57 W/cm-K and 2.36 W/cm·K, respectively). This material 
property is highly beneficial for most circuits, since it allows heat 
generated in devices to be efficiently conducted into the package. 
There are applications, however, in which it is necessary to 
generate or detect precise, localized changes in temperature on the 
surface of a silicon chip. In order to do this without dissipating 
large amounts of power, the thermally conductive path through the 
silicon must be selectively removed so that peripheral circuitry still 
benefits from efficient cooling. 

Techniques referred to as CMOS post-processing have been 
used to isolate regions of dielectric, inside which the interconnect 
layers in the process, usually aluminum and polysilicon, can be 
thermally isolated to form heating resistors and thermopiles. These 
devices can be processed using a front-side anisotropic undercut 
etch to create cantilevers [l] or a backside etch to form diaphragms 
[2]. 

A much wider range of applications is made possible with a 
new method that allows active devices to be thermally isolated. 
This is achieved by suspending silicon at the end of dielectric 
support beams. Entire circuits, or critical portions of circuits, can 
now be thermally isolated. These circuits can contain, depending 
on the IC process used, MOS and bipolar transistors, diffused 
resistors, pn diodes, and polysilicon resistors and capacitors. 
Thermally isolated circuits can be used for a wide range of 
applications involving temperature measurement of these 
suspended devices and low-power temperature regulation of 
thermally isolated circuitry. 

CIRCUIT ISOLATION PROCESS 

Figure I shows the post-processing fabrication method. 
Portions of the silicon substrate are exposed by superimposing the 
oxide cuts in the process [3]. Each oxide layer that is grown or 
deposited is removed in a subsequent etching step in these "open" 
regions. One or more n-wells are located at the ends of support 
beams defined by the exposed regions, as shown in Figure 1 (a). 

The wells are biased in tetramethyl ammonium hydroxide, an 
anisotropic silicon etchant, at -0.8V relative to an Ag / AgCl 
electrode using a potentiostat. The p-type substrate is maintained 
near the open circuit potential at -1.5V. A platinum counter 
electrode is used in this four-electrode potentiostat configuration 
[4]. The n-wells are passivated, while the p-substrate etches away 
in the typical anisotropic fashion. The substrate underneath the 
well is etched primarily along (I 10) crystal planes. 

Figure I. Circuit undercutting process, upon completion of 

CMOS processing (a), beginning of anisotropic etch (b), and after 

release of the micromachined circuit (c). 

The resulting structure, shown in Figure l(c), contains a 
region of single crystal silicon suspended by dielectric support 
beams. Aluminum interconnects are embedded inside these oxide 
layers. Since the thermal conductivity of silicon dioxide and 
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nitride is much lower than that of aluminum, the only significant 
thermal path through the supports is formed by these metal traces. 
This type of micromachined element provides circuitry with high 
thermal resistance to the substrate. 

IMPROVED TMAH ETCH CHEMISTRY 

The masking layer for the post-processing etch is the oxide 
or nitride passivation layer of the circuit process. The aluminum 
bond-pads are exposed during the etch. It is therefore necessary to 
use a silicon etchant with high oxide, nitride, and aluminum 
selectivity. Ethylene-diamene pyrocatechol (EDP) could be used 
as a silicon etchant, as certain formulations of this chemical have 
been shown to offer the required selectivity [5]. EDP however, is 
toxic and mutagenic. Similar safety concerns, in addition to 
explosion hazards, apply to hydrazine silicon etchants. 
Tetramethyl ammonium hydroxide (lMAH), another anisotropic 
etchant, also has very high oxide and nitride selectivity, and 
exhibits selectivity to aluminum if the solution is doped with 
silicon [6] or silicic acid (Si(OH)4) [7]. lMAH is relatively safe to 
use, and presents no special disposal issues. The addition of 
silicates to the etchant acts in two ways to passivate the aluminum 
from attack by the alkaline etchant. The pH of the solution is 
reduced, but more importantly, the presence of silicates in solution 
will form aluminosilicates that are less soluble at moderate pH 
(between 8 and 12) than the hydrated aluminum oxides that would 
otherwise form at the metal surface. In the packaging industry, 
silicates are commonly used when aluminum is put into contact 
with alkali solutions of soaps or other cleaning agents [8]. The 
required amount of dissolved silicates is proportional to the 
concentration of the lMAH etching solution. In order to limit the 
amounts of silicon or silicic acid required in solution, a five weight 
percent lMAH solution was chosen. The passivation of aluminum 
requires at least 16 g/1 of dissolved silicon or 40 g/1 of dissolved 
silicic acid for this concentration. 

One troublesome property of lMAH is the formation of 
hillocks on (100) silicon for pH levels lower than 13 [9]. When 
these small pyramids form, the silicon etch rate drops dramatically. 
Figure 2 is a SEM photograph of a hillocked (100) p-type silicon 
surface. The mask was 100. nm of thermal Si 02, and the etchant 
was 5 wt. % lMAH with 16 g/1 of dissolved silicon at 80 °C. 

Figure 2. SEM photo of hillock formation on ( I 00) silicon after 

etching in 5 wt. % TMAH and 16 g/1 of dissolved 

silicon at 80 °C. 

The alkaline silicon etching can be broken down into two 
separate steps and written as 

Si+WH- ➔Si(OH)�+ +4e- [I] 

Si(OH)�+ +4e-+4H2O ➔ Si(OH)i-+ 2H2 [2] 
In the first step, in Eqn. I, electrons are injected into the 
conduction band of the silicon. These are used up in the reduction 
step in Eqn. 2. Hydroxyl ions from the water bind to the silicate 
formed in the first step, and produce soluble silicic acid, with 
hydrogen gas as a byproduct. Hillock formation is likely due to 
local micro-masking of the silicon. If small hydrogen gas bubbles 
cling to the surface before they release, they temporarily mask the 
surface underneath from the etching solution. Hillocks form 
beneath these adhered bubbles. The bubbles block the free 
diffusion of reactants and products to and from the surface. A 
precipitate will form at the point of contact between the bubble and 
the silicon that creates a temporary masking layer as it is slowly 
dissolved upon release of the hydrogen bubble. This localized 
mask is composed of partially hydrated silicate species with 
variable stoichiometries. Initially the number of pyramids at the 
surface is small, but as etching continues new pyramids are formed 
and begin to superimpose over previous hillocks. Once the surface 
is fully covered with hillocks, the (100) etch rate will drop 
precipitously. 

For increasing lMAH concentrations, the silicon etch rate 
decreases, and hillocking is reduced. This dependence on 
concentration, which occurs above two weight percent, is based on 
two key factors. First, as the concentration of water drops with 
increasing concentration, the formation of progressively less 
hydrated and less soluble silicate species reduces the rate of 
product removal from the surface. This effectively blocks the 
surface reduction reaction, until the products being solvated are 
removed. With further increases in concentration, the surface 
becomes more unifonnly covered with these low solubility silicate 
species. The slightly soluble silicates that were located beneath 
bubbles for low concentration solutions are now spread unifonnly 
across the entire surface. The localized blocking effects are no 
longer important, and hillocking is reduced. The second factor is 
that the amount of water available for reduction by the silicon 
(Eqn. 2) is lower. This reduces the silicon etch rate, which in tum 
drops the formation rate and size of the bubbles clinging to the 
surface. 

Palik, et al. [10] observed that when silicon is etched in 
KOH, the average size of hydrogen bubbles diminishes with 
increasing KOH concentration, while the areal density of these 
bubbles goes up. They theorize that since smaller bubbles have a 
smaller "footprint" and release more quickly, they leave the surface 
less rough than larger bubbles with a longer "dwell time." The 
wetting properties of the solution may therefore in part determine 
the appearance of an etched surface. Surfactants could be added to 
lMAH to change the wetting angle of the solution on the silicon 
interface. This could keep bubbles from creating hillocks by 
reducing the dwell time. lMAH, however, is very sensitive to 
contamination from organic sources. The addition of a 
fluorochemical surfactant, FC-129 [11], to lMAH solutions 
caused silicon etching to stop. Ultrasonic agitation of the solution 
could also shorten the dwell time of adhered hydrogen. The 
agitation could, however, destroy micromachined devices. 
Another solution to the hillocking problem is therefore called for. 

The addition of pyrazine to lMAH solutions has been 
shown to eliminate hillock formation [2]. This benefit did not 
apply to silicon-doped etching solutions, however. Certain 
potassium hydroxide (KOH) - alcohol etchants also cause hillock 
formation. It has been reported that etching silicon in a KOH

isopropanol solution saturated with oxygen eliminates hillock 
formation [12]. This method may yield similar benefits for lMAH
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solutions, but working with oxygen under high pressure presents 
an explosion hazard. 

Alkaline silicon etches can produce smooth (100) surfaces if 
oxidizers are added to the etchant [6,13). When an oxidizer with a 
higher redox potential than water is added to the etching solution, 
hydrogen gas evolution can be avoided. The oxidizer takes the 
place of water in Eqn. 2. If the byproducts of the solution are 
aqueous, no micro-masking by gas bubbles occurs and no hillocks 
form. This has been demonstrated with hydrogen peroxide in 
ammonium hydroxide, but the oxidizer concentration needs to be 
very tightly controlled [14). If insufficient peroxide is added, 
hillock formation persists, but if too much is introduced, silicon 
etching ceases since the hydrogen peroxide rapidly reduces the pH 
of the etching solution. The required range was reported to be 
between 0.65 x 10-2 M and 1.84 x 10-2 M.

Peroxydisulfates, another group of inorganic peroxides, are 
some of the strongest known oxidizers in aqueous solution [15). 
This group includes potassium peroxydisulfate (K2S2O8) and 
ammonium peroxydisulfate ((NH4)zS2O8). Peroxydisulfate is an 
even stronger oxidizer than peroxide. The half-cell reaction for the 
reduction of hydrogen peroxide can be written (relative to a 
standard hydrogen electrode, with I M concentrations of each 
species) as 

H202 +2H+ +2e- H2H20 [3] 
and has a redox potential of E0=1.776 V [16). The redox reaction 
for the peroxydisulfate ion is 

S20t +2e- H2SO]- [4] 
which has a redox potential of E0=2.01 V. 

Adding 5 to 10 grams per liter of either potassium or 
ammonium peroxydisulfate to TMAH solutions, even ones doped 
with silicon or silicic acid, eliminates hillock formation. In 
contrast to hydrogen peroxide, the exact peroxydisulfate 
concentration is not critical. The addition of.excess oxidizer does 
not stop, or even slow, the silicon etch rate. 

Figure 3 shows the (100) silicon etch rate for a 5 wt. % 
TMAH solution for several different temperatures. One set of data 
points represents the silicon etch rate with a pure solution, while 
the second shows the etch rate with the addition of 5 grams per 
liter of ammonium peroxydisulfate. The surface of the silicon 
etched in the pure TMAH-water solution was hillocked, while that 
for the solution with added oxidizer was smooth. The data was 
taken for 5-10 Q-cm p-type silicon, using a 100 nm thermal oxide 
mask. 

Figure 4 shows SEM photos of two sets of elements used in 
a thermal RMS converter [17). The devices in Figure 4(a) were 
etched in a 5 wt.% TMAH solution containing 16 g/1 of dissolved 
silicon. While the aluminum bond-pads were not attacked by the 
etchant, there is significant hillocking at the bottom of the cavity. 
The devices are thermally isolated from the substrate, but the 
cavity is only 45-50 µm deep. The photo in Figure 4(b), however, 
shows an identical set of thermo-elements etched in a solution 
containing 5 g/1 of ammonium peroxydisulfate. The cavities under 
these devices have smooth bottoms (not visible) and are 
approximately 125 µm deep. The etch time for each of these sets 
of devices was approximately 150 minutes at 80 °C. 

Silicon doped TMAH solutions, with or without added 
oxidizers, have been found to effectively etch silicon for about one 
day. The pH of the solution drops to unacceptably low levels after 
6 to 8 hours. The time will be shorter if large volumes of silicon 
are etched during use. This effect could be mitigated by 
appropriately buffering the pH level of the solution. Even without 
this added measure, however, the low cost of the solution and ease 

of disposal make it feasible to use a fresh solution for each day of 
use. 
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Figure 3. ( 100) silicon etch rate at several temperatures for 5 wt. 
% TMAH with and without added ammonium peroxydisulfate. No 
dissolved silicates were added to these solutions. 

AUTO-BIASED ETCHING 

Since the etch is a post-process step, the circuitry built 
during the CMOS process is functional during etching. Portions of 
these circuits can play an active role during the micromachining 
etch step. One application for this is the distribution of the 
passivation potential to multiple n-wells. Figure 5 shows a device 
configuration that achieves this. In this case, each element 
contains a suspended diode, which are series connected, as shown. 
Many other configuration are of course also possible. Each of the 
n-wells must be maintained at the passivation potential during the
undercutting etch. To prevent having to short-circuit the wells 
together permanently, a series of transmission gates are used. The 
passivation potential is applied to the lower signal line, labeled 
V PP- In solution this represents a voltage of -0.8 V relative to the
reference electrode. A control signal, Ve,ch is then applied to tum 
the NMOS transmission gates on. This voltage must be more than 
one threshold voltage greater than the passivation potential. With 
the transmission gates turned on, each n-well shown is electrically 
connected to the passivation potential. Following the etch, the 
transmission gates can simply be turned off by keeping the two 
lines at the lowest potential on the chip (V5J. The n-wells are then 
electrically disconnected from each other. 

This concept is demonstrated by the 70 element array of test 
devices shown in Figure 6. The transmission gates are located 
between each row of elements. The passivation potential was 
introduced at a single point, and distributed by the transmission 
gates to each individual element. 
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(a) 

(b) 

Figure 4. Two SEM photos of thermal RMS converter elements. 

The cavities under the devices in ( a) are covered with hillocks, 
while those in (b) are smooth, due to the addition of 
peroxydisulfates to the silicon-doped TMAH solution. 

Suspended Diodes 

Vetch 

Figure 5. Schematic of a configuration that employs on-chip 

circuitry during the micromachining etch step. 

Figure 6. An array of 70 suspended n-wells fabricated using 

auto-biased etching. 

APPLICATIONS AND RESULTS 

The silicon undercutting technique has been employed on 
the Mosis 2.0 µm Analog CMOS process, as well as on an Analog 
Devices BiCMOS process. Thermal isolation up to 50,000 KJW 

has been achieved. 
The technology presented here has been used to fabricate a 

thermal AC to RMS converter with a 60 dB dynamic range. 
Figure 4 is an SEM of a pair of thermoelements used in this RMS 
converter. Each of the matched elements contain a polysilicon 
resistor and a diode [l 7). The resistor is used as a heater, while the 
diode is used under forward-bias as a temperature sensor. One of 
the two elements is heated by the AC signal. The second element 
is heated with a DC signal by feedback circuitry, such that the two 
elements are maintained at equal temperatures. The DC signal is 
the RMS value of the AC signal. The control circuits for the RMS 
converter system were integrated on-chip, alongside the 
micromachined elements. The converter has a bandwidth in excess 
of 400 MHz and a nonlinearity better than 1 %. 

Another application for this thermal isolation method is 
temperature-regulation of analog circuits. This technique can be 
used to mitigate the effects of ambient temperature changes on 
precision circuitry, such as voltage references. A bandgap voltage 
reference that employs such temperature regulation was built [18).

Figure 7 is an SEM of such a suspended circuit. The device 
contains PMOS heating transistors, which, together with a 
feedback network, maintain the silicon underneath the rectangular 
element at a constant temperature. The output voltage drift of the 
device was reduced by a factor of 40, to 9 ppm/°C, by using 
temperature regulation. The high thermal isolation of the circuits 
enabled a power dissipation of only 2mW. Work is currently 
underway to further improve the performance of a micromachined 
voltage reference. 
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Figure 7. SEM of a micromachined bandgap voltage reference. 

CONCLUSIONS AND OUTLOOK 

We have presented a new IC post-processing method that 
requires no additional masking steps beyond those used for the 
circuit fabrication. The technique is capable of providing circuitry 
with thermal isolation as high as 50,000 K/W at atmospheric 
pressure. An improved TMAH etching chemistry uses strong 
oxidizers to eliminate hillock formation. The resulting etchant 
provides good silicon etch rates, and exhibits high selectivity to 
oxide, nitride, and aluminum. Since the undercutting etch is 
performed as a post-process step, finished circuitry from the 
CMOS process can play an active role during the micromachining 
operation. A method to use transmission gates for the distribution 
of the electrochemical bias was described. In this fashion, many 
separate islands of suspended silicon can be realized. Two 
applications of the technology, an RMS converter and a 
temperature-regulated circuit, were discussed as examples. The 
micromachined bandgap voltage reference demonstrates a use for 
micromachining in improving the performance of integrated 
circuits. 

To date, the process has been sucessfully implemented using 

two different IC technologies: a 2.0 µm n-well analog CMOS 
process offered through MOSIS, and an Analog Devices BiCMOS 
line. 
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ABSTRACT 

The size of integrated ion sensors is dictated by the size and 
spacing of their polymeric membranes, which provide the 
chemical selectivity. The area occupied by an array of these 
membranes can be significantly reduced through the use of  
wells (areas separated by barrier walls, into which the 
membrane solutions are deposited). Screen-printable epoxies 
are obvious candidates for forming the wells, but their 
physical and chemical compatibility with polymer-based 
membranes has not been known. This paper describes a 
methodology for selecting a screen-printed epoxy well 
material, and compares 5 perspective materials. 

INTRODUCTION 

The size (and therefore cost) of solid-state ion
selective sensors is usually determined by membrane 
dimensions and spacing, rather than by the size of circuitry, 
interconnects, or bonding pads. Membrane design rules are 
typically dictated by the requirement to keep membranes 
which are selective to different chemicals from touching. We 
have developed membranes for automated deposition by both 
screen printing [l] and dispensing. In both cases, membrane 
components are dissolved in solvents which are evaporated 
subsequent to deposition. The design rules must allow for 
flow-out of the membrane/solvent solution after it is applied 
to the sensor surface, making the sensors much larger than 
they would otherwise need to be. 

To reduce the size of sensor arrays, we pattern wells 
(see Figure 1) which limit the flow-out of the membrane 
components, allowing membranes to be smaller and closer 
together. Wells provide the additional advantage of making 

Wells 

a) 
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final membrane thickness more uniform, and the deposition 
process more tolerant of variations in the viscosity of 
membrane solutions. We and others have previously used 
epoxies [2,3], acrylic photopolymers [2], polyimide [2,4],

and silicon [5], to form wells or cavities. This work focuses 
on screen printing of epoxy wells, which can be a reliable and 
economical approach for forming wells if the characteristics 
of the epoxy are acceptable. 

In this paper we report details of our screen-printed 
epoxy well process, and present the methodology for 
selecting the best material. Data will be presented which 
compares prospective materials based on: their chemical 
compatibility with the ion-selective membranes; adhesion of 
the well materials to the sensor surface (which is typically 
excellent); adhesion of the membranes to the well materials· 
and screen pnntmg characteristics (viscosity and 
thixotropy). The most important material property is 
chemical compatibility with the membrane, which means that 
the well material will not exude contaminants that interfere 
with the selectivity of the membrane, nor absorb active 
components from the membrane, reducing over time the 
magnitude of the sensor's response. Good adhesion of the 
membrane to the well is necessary to prevent electrolytic 
shunts around the membrane. When sensors have internal 
electrolyte layers, adhesion of the membrane to the well 
becomes even more important because osmotic pressure 
works to dislodge the membrane, and the area of adhesive 
contact between the membrane and sensor surface is reduced 
by the area of the internal layer. 

Well materials for this study were selected for their 
screen printability and adhesion to silicon nitride. Screen 
masks were designed to help optimize the well dimensions. 

Membrane 
Well Material 

Silver Epoxy 

Silicon Nitride 

b) 

Figure 1. The well surrounding the ion-selective electrode sensing site: a) top view, b) side view. 
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EXPERIMENTAL 

Reagents: Tecoflex polyurethane SG-80A (PU) was 
purchased from Thermedics (Woburn, MA). A terpolymer 
denoted as PV A (MW 40,000), which is a mixture of 
poly(vinyl-chloride)(80%), poly(vinyl-acetate) (15%) and 
poly(hydroxy propyl acrylate) (5% ), was purchased from 
Scientific Polymer Products, Inc. (Ontario, NY). The 
plasticizer dioctyladipate (DOA) was purchased from 
Scientific Polymer Products, Inc. (Ontario, NY). The well 
materials used for this study were 688-PFC and 905 from 
Epoxy Technologies, Inc. (Billerica, MA), 3140 Silicon 
Rubber from Dow Coming (Midland, Ml), EP3HT from Master 
Bond, Inc. (Hackensack, NJ), and BA-2116 from Tra-Con 
(Medford, MA). 

Adhesio n: The adhesion study was conducted by screen 
printing an unpattemed layer of each prospective well 
material onto silicon wafers, the surface of which had been 
coated with a silicon nitride layer. The well materials were 
cured, as appropriate for each material, and a scribe mark was 
made by sawing the wafer part way through. Membranes for 
the adhesion tests were formed by combining 1.06 g of DOA 
with 0.54 g of PU/PVA (4:1) to which was added 10 ml freshly 
distilled Tetrahydrofuran (fHF) to dissolve the components. 
After 5 hours of mixing, approximately 7 ml of THF was 
evaporated from the solution under nitrogen, resulting in a 
slightly viscous solution. 500 ml of this membrane cocktail 
was dispensed into a 2-cm square Teflon ring, centered on the 
wafer's scribe lane, on the surface of the cured well material. 
The membranes were allowed to cure for 24 hours before the 
ring was removed to allow the remaining THF to evaporate. 
The samples were cleaved on the scribe lane, and the 
membranes were pulled on a Q-Test II custom adhesion tester 
at 1 cm/min, at approximately 90 degrees angle from one side 
of the wafer. Five or six samples were pulled for each well 
material, and averages and standard deviations were compared 
with those of control samples, which had membranes in direct 
contact with the silicon nitride. 

Membrane contamination: To study the chemical 
compatibility of the various materials to polymeric 
membranes, samples of each prospective well material were 
cast on Teflon and cured according to their normal cure 
schedules. 1.0 g of the cured material was removed from the 
Teflon and placed in a container with 4 ml freshly distilled 
THF. The well material and THF were agitated for 24 hours, 
followed by the addition of 4 ml THF and agitation for 

Adhesion 

another 24 hours. The remaining solids were removed from 
the THF, and it was used in the preparation of test membranes, 
which were mounted in conventional Phillips electrode 
bodies. The THF contained the extractable contaminants 
from the well material, which were concentrated in the 
resulting membranes by evaporating the solvent. This is an 
extreme test of chemical compatibility. 

Blank standard membranes contained 33 wt.% 
PU/PVA (4:1) and 67 wt.% DOS. The first set of sodium 
membranes contain 1 wt.% Monensin Methyl Ester (MME), 
30 mo!-% KTpCIPB, 32-33 wt.% PU/PVA (4:1) and 65-67 
wt.% DOS. In later membranes, the MME was increased to 4 
wt.%, with the other components decreased proportionally. 
Borates were used because they have been shown to decrease 
the anionic response in cationic selective membranes [6,7]. 
3140 RTV Silicone Rubber was not tested because it is known 
to be chemically pure enough to form ion-selective 
membranes [8]. 

Screen-printing: The wells were printed using a 50-µm
thick, 25-µm-mesh, screen mask. Wells were formed in a 
variety of sizes ranging from 0.75 mm to 1.15 mm. The 
wells were screen printed on wafers having 50-µm-high, 300-
µm-square, silver epoxy contacts centered in the wells. 

Design rules: The optimal well design rules (spacing of 
well from silver epoxy contact and minimum wall thickness) 
were determined by examining screen-printed membranes in 
wells of various sizes. Ion-selective membranes were screen 
printed into the wells through 0.75 mm square openings in a 
150-µm-thick stencil mask. The membranes were examined
under a microscope to determine the integrity of the well
walls, and whether the wells were completely filled. They
were cleaved and examined with a scanning electron
microscope (SEM) to evaluate the shape of the printed
membranes.

RESULTS 

Results of the adhesion, membrane compatibility, 
and screen printing experiments are shown in Table 1. Our 
PU/PY A membranes adhered satisfactorily to all of the well 
materials tested except 3140 RTV Silicone Rubber. The best 
adhesion was provided by the EP3HT and the 688-PFC 
epoxies. 

Some of the blank (no ionophore ) membranes and 
sodium membranes having little ionophore, showed anionic 
response; results for the blank membranes are shown in  
Figure 2. The top curve in this figure is for the control 

Chemical 
Well Material (number of adhesion Average Std. deviation !Membrane Contaminatior Detection Limit Screen 

samples} _ili) printability 

�ontrol (5) 1.99 0.31 none 10•4 
rrra-Con BA-2116 (6) 0.56 0.12 some anionic 10·3 1 
Master Bond EP3HT (5) 2.01 0.1 7  none 3x10·4 1 
Epo-Tek 688-PFC (5) 1.89 0.16 some anionic 10·3 1 
Boo-Tek 905 (6) 1.29 0.30 some anionic no response 2 
3140 RTV Silicon Rubber (6) 0.15 0.11 none 10•4 3 

. .  

imit isTable J. Experimental results for studies of adhesion, chemical contamination, and s�reen prmtabzl��- The_ d�tectzon l 
for sodium selective membrane with increased ionophore. The control for the adhesion test was silicon nitride, and for the 
chemical tests was a membrane containing distilled THF. 
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Figure 2. Anionic contamination of blank membranes in a 

calibration solution of 0. I M CaCl2. The top curve is for a 

standard blank (no ionophore) membrane; the lower curves 

are for blank membranes with extracted contaminants f rom 

the materials noted in the legends. 

membrane, which was made with pure (uncontaminated) THF. 

The contaminated membranes (bottom three curves) have 

significantly lower baseline potentials, and respond to  

anions at high concentrations. This effect can be overcome 

in most membranes by adding more ionophore (e.g., 4 wt.% 

instead of I wt.%). Figure 3 demonstrates this for sodium 

membranes; here the contamination has only increased the 

detection limit. 

Screen printability was good to excellent, as 

expected, for all the well materials, as they were selected for 

this property. Table 1 lists a subjective evaluation of the 

printability of each material (I is excellent, 5 i s  

unacceptable). While silicone rubber has a number of  very 

good properties from a screen printing point of view, it was 

given a fair rating because of the difficulty in cleaning it from 

the screen. Special solvents and mechanical action were 
needed to remove it from the screen, while the other well 

materials could be cleaned in acetone and isopropyl alcohol. 

The relationship between well dimensions and mask 

opening for a particular membrane material is important to 
100 
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Figure 3. Improved sodium response by increasing the 

ionophore and borates to 4 wt. %.

Figure 4. SEM of Jon selective membrane printed into a 

EP3Ht well. 

Figure 5. Picture of screen printed 3140 RTV silicone 

rubber wells. 

successful use of the well concept. If the well is too small, 

membrane solution will overflow it, and may contaminate 

another membrane. If the well is too large, membrane 

thickness and dimensions will be more sensitive to viscosity 

of the membrane solution, and membranes will not be as 

uniform (as in the case of using no wells). Figure 4 is a SEM 

micrograph of a properly printed well. Figures 5 and 6 are 

pictures of screen-printed wells. We found that for our 

PU/PV A membranes, the well should be 200 - 400 µm larger 

on a side than the opening in the membrane mask. When 

silver epoxy contacts partially fill the well, the membrane 

mask opening must be reduced in size. When printing over 
the silver epoxy bumps, it was observed that the well size was 

100 µm smaller than the drawn width. This needs to be taken 

into concideration when designing the wells. 

SUMMARY 

Thick-film wells on solid-state liquid chemical 

sensor surfaces facilitate the manufacturing process by 

making it less sensitive to the viscosity and surface-tension 
properties of the membrane solution. Properly-sized wells 

control the thickness and lateral dimensions of the 
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Figure 6. Picture of screen printed 688-PFC wells. 

membranes. Wells allow closer membrane spacing, and result 

in more uniform sensors. 

Materials must be evaluated in three general areas to 

determine their appropriateness for use as membrane wells. 

First, membrane compatibility must be determined to see if 

the material would contaminate the membrane. Second, 

adhesion tests must be done to determine if the material is 

chemically compatible with the membrane material. Finally, 

the screen-printing properties (primarily viscosity and 

thixotropy) must be examined by actually printing wells. 

In this study, four epoxies and a silicone rubber were 

evaluated. The results showed that two of the epoxies have all 

of the properties needed for use as wells. The first is Epo-Tek 

688-PFC, which has excellent screen-printability, and

excellent adhesion to both the silicon nitride surface and to

the ion-selective membrane. It showed some anionic

response due to contaminants which might leach into the

membrane, but even in the extreme case that was evaluated

(extraction of contaminants with THF), this anionic

sensitivity was overcome by increasing the amount of

ionophore in the membrane. The second epoxy is the Master

Bond EP3HT, which also has excellent screen printability and

has excellent adhesion to the silicon nitride and the

membrane. This material showed no anionic response in the

contaminated membrane, and had very little change in the

detection limit.
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ABSTRACT 

This paper reports the use of the pseudo-rigid body method to predict 
the motion of compliant micro-mechanisms (CMEMS). Physical 
measurement of the motion of CMEMS structures is compared with 
predictions of the pseudo-rigid body model and finite element analysis. 
It is shown that for some structures the computationally simple 
pseudo-rigid body model can accurately predict the motion of these 
structures with error of less than the measurement accuracy of 0.5µm 
for deflections as large as 30µm. This paper also discusses the use of 
the pseudo-rigid body model to provide a hierarchical approach to 
CMEMS design that sharply reduces the computation time required to 
predict the motion of complex CMEMS structures. 

INTRODUCTION 

The use of compliant mechanisms for the construction of MEMS 
provides numerous advantages over the use of conventional rigid-body 
structures. Compliant micro-mechanisms can be easier to fabricate, 
have a simpler topology, and require no assembly. [1] Compliant 
mechanism have no joints, can be fabricated using a single mask leveL 
and its motion is dependent on materials parameters and dimensions 
rather than critical tolerances and friction. 

The use of compliant mechanisms in MEMS technology is limited, 
however, because their motion is highly non-linear and thus difficult to 
simulate. Linear equations are often inaccurate and non-linear finite 
element analysis is often too computation intensive. The linear 
deflection equations such as the Bernoulli-Euler equation do not 
adequately descnbe the motion of compliant mechanisms because 
deflection in compliant micro-mechanisms typically exceed the angular 
deflection appropriate for these approximations. Non-linear finite 
element analysis can be used to accurately predict the non-linear motion 
of compliant micro-mechanisms, but the computation time required to 
descnbe complex structures is often prohibitive. 

THE PSEUDO-RIGID BODY MODEL 

Recently a new formalism has been developed to simplify description 
of compliant mechanisms. [2] The pseudo-rigid-body (PRB) method 
sharply reduces the complexity of compliant mechanism simulation by 
modeling the compliant mechanism as a parameterized rigid-body 
mechanism. The complex non-linear motion of CMEMS structure can 
then be predicted using simple, computationally efficient kinematic 
methods. 

Compliant mechanisms gain some or all of their motion from the 
deflection of flexible members. In general, the deflections of flexible 
members in compliant mechanisms are large, and non-linear analysis 
methods must be employed to accurately predict their behavior. Early 
efforts in compliant mechanism analysis involved using elliptic integral 
solutions to model simple mechanisms. (3,4] More recently numerical 
methods, such as nonlinear large-deflection finite element methods, 
have been used to analyze the behavior of compliant mechanisms. [5] 

Theory has recently been developed that simplifies the nonlinear 
analysis of compliant mechanisms. Before the advent of compliant 
mechanism analysis theory, the difficulty associated with non-linear 
analysis often limited the use of compliant mechanisms to very simple 
tasks. For example, to use non-linear finite element analysis, a designer 
must already have obtained a detailed initial design before the 
mechanism could be modeled. In contrast, the pseudo-rigid-body model 
in compliant mechanism theory serves as a fast and efficient method of 
evaluating many different trial designs to meet the specific design 
objectives. Once a design is obtained such that it meets the specified 
design objectives, it may be validated or further refined using methods 
such as non-linear finite element analysis. 

One of the key concepts in compliant mechanism theory is the pseudo
rigid-body model This model provides a means of simplifying the 
nonlinear analysis associated with large deflections. It also is valuable 
in predicting the behavior of complex systems of flexible members. 
Pseudo-rigid-body models have been developed for a number of types 
of flexible segments, two of which are briefly descnbed here as 
prototypes for other more complex compliant structures. If a system has 
flexural segments with lengths small relative to those of the rigid 
segments, the flexural segments are modeled as pin joints with torsional 
springs to represent the member stiffness, as shown in Figure l a. [6] 
These segments are called small-length flexural pivots. The spring 
constant is calculated as: 

where Eis the modulus of elasticity,/ the moment of inertia, and l the 
length of the flexible segment . 

Figure 1 b illustrates the pseudo-rigid-body model for a Jong flexiole 
segment with an end-force load. Again, the model consists of two rigid 
links, connected by a "characteristic pivot" to represent the 
displacement, and a torsional spring to model the beam resistance to the 
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applied force [2]. 'rim model predicts a deflection path of the beam that 
is within 0.5% of the closed-form elliptic integral solutions for quite 
large deflections. The location of the characteristic pivot is specified by 
·y, where the length of the pseudo-rigid link is yL. A 
nondimensionalized "stiffness coefficient", Ka, is used to specify the 
stiffness of the torsional spring as: 

where L is the length of the flexi"ble segment (Figure 1 b ). Values of 
y = 0.85, and yK8 = 2.16 are used for the constant-force mechanisms 
descn"bed herein. Figure le illustrates a similar model for fixed-guided 
flexi"ble segments [7]. 

Segmenl 
Type 

Small-Lenglh 
Fexural Pivol 

End-Force 
Loaded Segmenl 

Constanl End 
Angle Segmenl 

Segmenl 
Diagram 

jE--L---, 
�--o

(b) 

(c) 

Pseudo-Rigid
Body Model 

Figure 1. Pseudo-Rigid-Body models for various flexible 

segments. 

The pseudo-rigid-body models for individual flexi"ble segments may be 
used to model more complex systems that include such members. This 
provides the ability to develop a pseudo-rigid-body model of a compliant 
mechanism, and then use the large body of knowledge available in the 
field of rigid-body mechanism analysis and design. In this way, the 
pseudo-rigid-body model concept acts to unify compliant mechanism 
and rigid-body mechanism theories. 

THE PARALLEL-GUIDING MECHANISM 

In order to validate use of the PRB model to descn"be compliant 
micro-mechanisms, we fabricated several types of CMEMS structures, 
measured their deflection characteristics, and compared their motion 
with predictions made by the PRB model In this paper we report on the 
results obtained from a compliant structure that is a combination of two 
of the connected constant end angle segments illustrated in Figure 1 c). 
This structure is called a parallel-guiding mechanism and was chosen 
because it is simple enough to be modeled using non-linear finite 
element analysis, complex enough to be poorly modeled by use of the 
Bernoulli-Euler equations, and robust enough to measure deflection 
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Figure 2. A compliant parallel-guiding mechanism and its 
pseudo-rigid-body model. 

into the non-linear regime. 

Figure 2 is a sketch of a prototype compliant parallel-guiding 
mechanism together with the equivalent PRB model representation. As 
can be seen from the figure, the motion of the compliant 
parallel-guiding mechanism can be descn"bed using the PRB model and 
standard kinematic position analysis. The path equations for a point "P" 
in the compliant parallel-guiding mechanism are: 

l1x=yLcos(0) 

aY=yL(sin0-1) 

L(l-y) 
o:=---

where the characteristic radius factor, y, is determined from the 
orientation of the input force. 

Using the stiffness coefficient, Ke. and the PRB equivalent model for 
the compliant parallel-guiding mechanism we find: 

1t 
8KfPI(--0) 

F-
2 

L 2sin0 

where the applied force, F, is the horizontal forcing acting on the 
coupler. Displacement values calculated from these equations were 
used to compare with displacement measurements from fabricated 
compliant parallel-guided micro-mechanisms and the results are 
discussed in the next section of the paper. 

EXPERIMENTAL VERIFICATION OF THE 

PSEUDO-RIGID BODY MODEL 

Two processes were used to fabricate the structures used in this study. 
The first was a single level poly-silicon process with 4pm of polysilicon 
and a 2pm SiO2 release layer. The second process was the MUMPS 
process provided by MCNC with 2pm of poly-silicon and a 2pm Si02 

release layer. An SEM photograph of a fabricated structure is shown 
in Figure 3. 
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Figure 3. SEM micrograph of fabricated parallel-guiding 

mechanism. 

Table I indicates the dimensions of the two mechanisms used in this
work.

Table 1. List of the physical parameters for the two parallel-guided 

mechanisms measured in this study. 

Structure L t L.

A 100 µm 3µm 103 µm

B lO0µm 3µm 53µm

Figures 4 and 5 compare the measured deflection of parallel mechanism
A and B with predicted displacement extracted from the PRB model and
non-linear finite element analysis using ANSYS. Data for several
instances of each structure are represented in the graph. Data for 
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Figure 4. Graph of measured and predicted x- and y

displacement for parallel-guided mechanism B. 

greater deflection was not measured because of mechanism failure. The
error bars represent the uncertainty due to the pixel size of the digitized
image used to determine position of the mechanism. 

Both graphs show excellent correlation between measured data and
predictions from the PRB model and the non-linear finite element
analysis. The data from mechanism A with a longer coupler length is 

somewhat closer to the predicted values than mechanism B, but the data
from both structures closely match predicted values.
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Figure S. Graph of measured and predicted x- and 

y-displacement for parallel-guided mechanism A. 

The Bernoulli-Euler equations would predict zero vertical deflection, 
and the predicted path is coincident with the x-axis. This is an accurate 
approximation for small, linear deflections, but the error increases as the
deflection increases. 

The close correlation between predicted and measured data indicates
that little or no torsion is occurring in the measured structures. Torsion 
is a major problem with analysis of the path of CMEMS because all of
the analysis assumes that the displacement of the structures is restricted
to the plane of the wafer and measurement of out-of-plane displacement
is difficult to determine. We measured other types of CMEMS
structures and found that torsional movement severely compromised 
measurement data. We are currently fabricating small Iinewidth
devices using thicker poly-silicon films in order to minimize torsional
effects.

CONCLUSIONS 

The close correlation between the measured data and the pseudo-rigid
body predictions for parallel-guiding CMEMS mechanisms indicates the
accuracy of the PRB method for moderately complex CMEMS
structures. The comparatively short computation time required to
simulate structures using the PRB method indicate great promise for 
simulation of complex CMEMS structures. 

In future work we will verify the accuracy of the PRB approach to
model more complex CMEMS mechanisms and to develop a formalism
for complex CMEMS designs. These designs will include precise 
movement and bistable CMEMS mechanisms.
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ABSTRACT 

A new anchor design for a surface-micromachined beam is 
proposed for eliminating the extra spring effect at the step-up 
anchor. With a minor modification in the sacrificial-layer mask 
layout, the spring effect is eliminated by forming a reinforcement 
hump at the beam anchor. The design idea is verified by 
comparing the resonant frequencies of the conventional and 
proposed microbeams numerically in FEM analysis and 
experimentally with a Michaelson laser interferometer. 

INTRODUCTION 

Surface-micromachined beams are a main component in 
microelectromechanical systems (MEMS). When surface
micromachined beam is fabricated, it has a step-up (Fig. la) at the 
anchor, which contributes an extra spring effect. For many MEMS 
applications, the anchor spring effect is not accounted for in the 
design and analysis, leaving questions in the accuracy of their 
performance. Although this effect can be accounted for with 
additional beam theory equations, they often lead to a complex 
analysis. For simplicity, ideal fixed-end boundary condition (Fig. 
le) is commonly used for modeling the boundary condition of the 
surface-micromachined beams. However, results showed that care 
must be taken when surface-micromachined beams are modeled as 
a cantilever beam [l]. 

�
a. Typical surface-micromachined beam with step-up.

� ... -------1
�

b. Limiting case. 

l�-----..1
c. Ideal fixed end. 

Fig. 1: Various Anchor Types 

Work have been done to fabricate a surface-micromachined 
beam similar to a cantilever beam of the limiting case and to 
alleviate this problem, so that analytical results are more accurate. 
However, the design usually requires modifying the process and/or 
introducing new process steps [2]. In this work, a surface
micromachined beam is designed to eliminate the step-up spring 
effect. Without altering the fabrication process or adding new 
processing steps, it makes only a simple modification in the layout 

of the sacrificial layer. The idea of the mask modification is to 
form a reinforcement at the step-up anchor by taking advantage of 
the gap-filling characteristic of LPCVD, so that the spring effect is 
eliminated and the beam can be modeled more accurately as a 
simple cantilever beam. Since the anchor condition of surface
micromachined beam has a limit, the goal of this project is to 
design a micro-beam that has an anchor condition approaching the 
limit (Fig. lb). The design idea is initially verified by FEM 
analysis, and microbeams are made and tested. 

DESIGN AND FABRICATION 

Fig. 2 illustrates two surface-rnicromachined beams with 
different anchors: typical surface-rnicromachined beam with 
conventional anchor (Fig. 2a) and the rnicrobeam with the new 
purposed anchor (Fig 2b). As show in the figure, both microbeams 
have the same fabrication process; the only difference is the 
additional PSG block made by minor modification on the 
sacrificial layer mask pattern. When conventional surface
micromachined beam is fabricated, all the sacrificial layer (usually 
PSG) is removed in the anchoring region, Fig. 2a. However, when 
the beam with new reinforced anchor is made, a block of PSG is 
left in the anchoring region to create a narrow gap, Fig. 2b. If the 
gap is narrow enough, the subsequent polysilicon layer will fill the 
gap, forming a reinforced anchor and approaching the limit 
condition of Fig. 1 b. 

�"'

�

�

�

(a) (b) 
'Fig. 2: (a) Microbeam with conventional anchor. (b) Microbeam 
with proposed anchor 

Fig. 3 is a demonstration of the polysilicon filling the narrow 
oxide gap. It is fabricated by MCNC/MUMPs processing foundry 

[3]. The polysilicon and the oxide layers are 2 µm thick, and the 

gaps are 3 µm and 2 µm in the mask level. The fabricated size of 

the gaps are about 0.5 µm wider because of the overetching during 
the process. The picture shows that the new design technique may 
make beams approaching the limit case (Fig. lb). 

The testing beams are also fabricated by using the standard 
MUMPs foundry. Since the fundamental frequency of the beam is 
measured by using laser interferometer, the beam is made 

relatively wide (50 µm). However, the wide beam is subject to 
squeeze film damping effect which may attenuate the vibration 
amplitudes of the beam and decrease the sensing signals. In an 
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attempt to minimize this effect, a post process is performed to 
remove the substrate underneath the beam. 

Fig. 3: Polysiliconfilling the oxide gaps. The gaps are 3 µm (left) 

and 2 µm (right) width. The poly and the PSG are 2 µm thick. 

This post process is a non-mask etching step by taking 
advantage of the overetching during the MUMPs fabrication. The 
overetch will define a poly protected mask by opening pit on the 
substrate while the oxide still covers the poly. Fig. 4 is the process 
flow of the post etch. After removing the protective photoresist in 
the MUMPs dice, xenon diflouride (XeF2) is used to remove the 
silicon substrate underneath the beams. The nitride layer 
underneath the beam is etched by phosphoric acid (H3PO4). 

Finally, the structure is released with HF. 

�tJ½½?iJ&}<fS }SJJ.t::m 
Structure after MUMPs process. 

Structure after XeF 2 etch. EI] Si

!�
Structure after H3P04 etch. 

■ Nitride

[J Poly 0

■ Oxide l

■ Poly I

■ Oxide 2

Structure after released. 

Fig. 4: Process flow for the post etch. Poly2 and metal layers of 
MU MPs are not shown in the figure. 

Fig. 5: Microbeams with conventional anchor and proposed 
anchors. Substrate underneath the beam ends are recessed. 

Fig. 5 is the complete beams after the post processing. 
Beams with conventional anchor and identical beams with 
proposed anchor are placed next to each other as pairs for direct 
comparison. Fig. 6 shows the proposed anchor at the base of a 
micro beam. 

Fig. 6: Proposed anchor at the base of a microbeam. 

FINITE ELEMENT MODELING 

FEM models are developed and coded in a commercial 
PATR.AN package for predicting the resonant frequency. The 
beam is modeled as a two-dimensional problem. Beams with three 
different types of anchoring are analyzed and compared. Fig 7 
shows the models of the beams with different types of anchors: 
conventional step-up anchor, proposed reinforced anchor, and 
limiting case. For the step-up anchor and the proposed reinforced 
anchor, the curve profile of the anchor is fed directly from the 
actual structure fabricated, i.e., from the SEM pictures of the cross 
section of the microstructures. 

r1111111111I I I I 
( a) Conventional anchor.

(b) Proposed anchor.

11111 11111 1111111
(c) Limiting case.

Fig. 7: FEM models of beams with various anchors. Curved 
profiles in (a) and (b) are based on the actual cross-section of the 

fabricated structures. 
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Fig. 8: Deviation of the resonant frequency of microbeams with 
two different anchors from the case of fixed end beams. 
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Fig. 9: Deviation of the resonant frequency of microbeams with 
two different anchors from that of the limiting case. 

By analyzing the resonant frequency of beams with various 
anchors, the spring effect of different anchors are evaluated. Fig. 8 
compares the percentage deviation of the resonant frequency of 
microbeam with conventional and proposed anchor from the case 
of an ideal fixed end support (Fig. le). The deviation is the error 
in predicting resonant frequency of the beam if an ideal fixed end 
is assumed for analysis. The curve for the proposed anchor almost 
coincides with that for the limiting case (Fig. 1 b) as evidenced by 
Fig. 9, which compares the errors of the conventional anchor and 
proposed anchor when they are approximated as the limiting case. 
The proposed anchor has negligible error when approximated as 
the limiting case support. Same comparison has been made for 
microbridges in Fig. 10 and Fig. 11, as opposed to the cantilevers. 

MEASUREMENT 

To evaluate the anchor design, the motion of microbeams 
with the conventional anchor and the proposed is monitored by a 
Michaelson interferometer. Fig. 12 is a schematic drawing of the 
apparatus. Mirrors Ml and M2 are used to align a helium neon 
(HeNe) laser used as the light source for the interferometer. This 
input beam is divided into two orthogonal beams by a beam 
splitter (BS). One beam (Bl), which is used as the reference, is 
reflected back to the beam splitter by a mirror (M3) mounted on a 
piezoelectric translator. The other beam leaving the beam 
splitter(B2) is focused on the microstructure by a lens. The 
reflection from the device under test returns through the lens to the 
be� splitter, where it is combined with the reference beam. Upon 
their return to the beam splitter, the transmitted portion of BI and 
the reflected portion of B2 pass through a 
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Fig. 10: Deviation of the resonant frequency ofmicrobridges with 
two different anchors from the case of fixed end bridges. 
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Fig. 11: Deviation of the resonant frequency of microbridges with 
two different anchors from the case of the limiting case. 

diverging lens. The system is focused to give a projected image of 
the device under test at the plane of an aperture (A) with beam B2 
alone. When the return reflection of B 1, the reference, is added, an 
interference pattern is superimposed on the image due to the 
difference in the phase of the two beams. 

The intensity of the light passing the aperture is detected by a 
silicon photodiode having a time constant of less than 1 µs. By 
adjusting the linear translator, the relative optical path lengths 
traveled by Bl and B2 can be adjusted for a linear small signal 
response to displacement of the device under test. A lock-in 
amplifier is used to detect the device motion by isolating the 
intensity variations at the appropriate frequency. Measurement of 
the fringe contrast allows small signal intensity changes to be 
converted to absolute displacement of the test structure. Therefore, 
the dynamics response of the system can be evaluated. 

Fig. 12: The Michaelson interferometer used to measure the 
resonant frequency. 
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The microstructures are excited by an electrostatic actuator, 
which is built in the test structure. At a constant DC offset, 
sinusoidal signals are applied to the system and swept at a 
frequency range to determine the resonance. 

We estimated the resonant frequency of 500 µm long, 50 µm 
wide, 2 µm thick microbeams with both types of anchors from the 
measured phase shifts of their dynamic responses. Fitting the 
phase data for the conventional microbeam to that expected for a 
second order damped spring mass system yields a resonant 
frequency of 8.92 kHz. The data points and fit are shown in Fig. 
13. (This fit also includes a phase offset of -28 degrees to account
for the phase response of the actuation and measurement
electronics.) The measured phase data for the structure with the
proposed anchor, which is also plotted in Fig. 13, cannot be fit to
the simple second order form. However, this structure yields a
smaller phase shift at any given frequency than the conventional
one, which is consistent with the prediction that the proposed
structure is closer to the fixed end condition (i.e., stiffer).
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Fig. 13: Phase response ofmicrobeams with conventional anchor 
and proposed anchor. (The fit of the conventional anchor to a 
second order damped spring mass system is shown as a solid line.) 

Our measurements are limited to less than 20 kHz by the 
bandwidth and slew rate of the amplifier used to actuate the 
microbeams. Thus, we have only examined relatively long 
microbeams with low frequency resonance. However, these are 
structures in which the effect of the anchor is relatively small. We 
are currently improving the actuation system, and will then study 

shorter beams with a larger dependence on the anchor structure. In 
addition, we will investigate the possibility of using an acousto
optic modulator and optical heterodyne detection to improve the 
signal-to-noise ratio of the measurement system. 

CONCLUSION 

A new anchor that reduces the step up spring effect in 
surface-micromachined beams has been designed and fabricated. 
This new design requires no change in the existing fabrication 
process. The modified anchor performance has been verified by 
FEM analysis and measured experimentally. The results show that 
the anchor spring can be eliminated by minor modification in the 
sacrificial layer layout. 
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Microscale Pumping with Traversing Bubbles in Microchannels 

Thomas K. Jun and Chang-Jin Kim 
Mechanical and Aerospace Engineering Department 

University of California, Los Angeles 
Los Angeles, CA 90095 

ABSTRACT 

Pumping in microchannels using asymmetric heating and 
a single or multiple traversing bubble(s) is studied and 
demonstrated. This pumping mechanism requires no mechanical 
moving parts for actuation. A heat and mass transfer analysis was 
performed to understand the pumping mechanism and revealed 
that the two dominant forces are vapor pressure and surface 
tension. A pumping device with a channel hydraulic diameter of 

3.4 µm was fabricated on a silicon wafer using surface 

micromachining and tested. Testing results showed pumping 

velocities as high as 160 µmis (505 pl/min) with a pressure gain of 

approximately 800 Pa. 

INTRODUCTION 

The effect of phase change in a fluid was studied to 
determine if this process could be used to achieve net motion of a 
fluid in a microchannel. A heat and mass transfer analysis 
revealed that the two dominant forces would be variations in vapor 
pressure and surface tension due to heater induced temperature 
gradient. 

In this study, we introduce two methods to achieve net 
fluid movement in microchannels. The first method (Fig.la) 
consists of heating a single bubble and growing it in one direction, 
similar to the method used by Ozakis [ l] in much larger metal 

channels (180µm vs. our 4µm hydraulic diameter). The second 

method (Fig.lb) utilizes multiple bubbles that are generated in 
sequence from left to right. The existing bubble(s) acts as an 
anchor during the subsequent nucleation, causing asymmetric 
liquid flow. The end result for both methods is net fluid 
displacement in the microchannel. 

(i) 

?(vapo�ffi 

OCJCJ 
Heater 1 Heater 2 Heater 3 

;i �M 
(•)□ OCJ 

lW{ )'Hf 
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(a) Single bubble 
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z: :x �ffi 
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(iii)��� 

L_-i..i L-i.J L-i.J 

(b) Multiple bubbles 

Figure 1. Two different modes of obtaining net fluid displacement 

To verify the pumping principle, a test device was 
surface microachined as shown in Fig. 2. A series of heaters (six in 

Figure 2. Optical photo of micropump and channel 

( channel has a hydraulic diameter of -4 µm) 

THEORY 

A vapor bubble under asymmetric heating was modeled 
to understand the nature of the various forces that would be present 
(Fig. l(a) case). The relevant forces are gradients in vapor 
pressure, surface tension (Marangoni forces) and momentum due 
to evaporation and condensation. The other method of obtaining 
net pressure in a duct (Fig. l (b) case) is not analyzed in this 
section but is tested experimentally. By growing and collapsing a 
stationary vapor bubble, it could serve as an obstruction against 
flow in a channel and therefore function as a valve. 

The vapor pressure of a liquid can get very large as the 
temperature of the liquid approaches the critical temperature. 
Heating a vapor bubble from one end should create a temperature 
gradient across the bubble. This temperature gradient would imply 
the presence of a net pressure difference across the end of the 
vapor bubble since vapor pressure is a strong function of 
temperature. A simple conduction model would predict a 
significant temperature difference between the heated and 
unheated end. However, due to the process of evaporation and 
condensation, a conduction only model is inadequate for this 
configuration. Therefore, a conjugate heat transfer model 
incorporating both heat and mass transfer was used. 

The simplified geometry of the bubble and duct are 
shown in Fig. 3. 

I 
�eatedend 

X 

I Cooler end 

the picture) are placed across the channel top shell. To allow for Figure 3. 
visual observation, we chose oxide for the shell layer and 

Geometry modeled by heat and mass transfer analysis 

polysilicon as the sacrificial layer, unlike typical surface 
micromachining processes. 
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The energy equation was applied across the vapor bubble in the
duct

pc �� + ub a(::
T

) = :
x 

( k !:) + u: (T-T_) (l)

where 
ub = average bulk velocity in x direction
p = density of fluid
c = specific heat 
k = thermal conductivity of fluid
T = temperature of fluid
T_ = ambient temperature
U = overall heat transfer coefficient
P = perimeter of duct 
Ac = cross sectional area of duct 

The justification for eliminating the y and z terms of the energy
equation is based on the assumption that the small cross sectional
area of the microchannel is at approximately the same temperature.
Similar to 1-D fin analysis, heat lost at the surface is accounted for
by using a surface boundary condition, which is the last term in
Eq. (1). Next the momentum equation is applied to flow in a duct
as

where 
u = velocity in x direction
p = pressure in fluid
µ = fluid viscosity

The well known Darcy friction factor solution is

(-dp/dx)DH
f - ...:..-,:---,-'-,,---

(1/2)pu; 
where 
Re = Reynolds number 
K = friction constant ( ranges from 64 to 90)
DH= hydraulic diameter 
L = length of vapor bubble

(2)

(3)

The constant K ranges from 64 for a macro scale circular duct to
about 80 for microscale ducts as reported by Pfahler et al [2].
From Eq.(2) the pressure gradient in the duct must be linear at
steady state. From kinetic theory of gas the evaporation at the hot
interface is approximated as

where 
Psa, = saturation pressure at interface
Pbubbl, = pressure in bubble
R = gas constant 
T,01 = saturation temperature

(4) 

Next the interfacial conditions must be satisfied at the vapor-liquid
interface. Using an energy and mass balance at the vapor-liquid
interface

(5) 

at interface 1 (hot end), and

-m" h = -k[dT] + k[dT]211 dx dx 
V2 I:, 

(6) 

at interface 2 (cold end). Furthermore

in;'= mass flux at interface 1 (hot end)
m; = mass flux at interface 2 (cold end)

(7) 

The temperature boundary and initial conditions are defined as

T(x➔oo)= T_ ; T(t = 0) = T
0 

T(x = 0) = Theater or -k 1 = qheater 

(8) 

(9) 

Solving Eqs. (1) and (4) simultaneously along with the
interfacial and boundary conditions, the temperature, evaporation
rate and pressure were found for various heater configuration and
vapor bubble lengths. It was found that the pressure difference
increased with bubble length as expected. 

As stated earlier, there are other factors that may cause a
net pressure difference in the duct. Surface tension is a fairly
strong function of temperature, hence in the presence of a
substantial temperature gradient, the two ends of the vapor bubble
can have an interfacial pressure difference known as the
Marangoni force [3]. The Marangoni force was approximated as

2 F=-AcrA
R 

(11) 

R = radius of curvature of vapor bubble
Acr = difference of surface tension coefficient across vapor bubble
A = cross sectional area of vapor bubble

The final force that was calculated was the vapor recoil
force that was produced due to the evaporation and condensation
process and can be high if the evaporation rate is very large.
Applying the Reynolds transport theorem for momentum at the
liquid and vapor interface, the net force due to evaporation and
condensation is

F = (pV2 A) -{pV2 A) 
X vapor liquid 

(12)

The effect of condensation is similar to the evaporation process,
only now the fluid experiences a deceleration, and so can be
modeled in the same way. Using Eq.(12) and typical evaporation
rates, the pressure change due to evaporation or condensation was
found to be very small (< 1 Pa). As a result, for this analysis,
pressure changes due to evaporation or condensation was assumed
to be negligible.
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FABRICATION 

To verify the principles analyzed in the previous section 
a surface micromachined pumping device was fabricated as shown 
in Fig. 4. The fabrication process started with the deposition of 
2.0 µm of low temperature oxide (LTO) and 2.0 µm of polysilicon 
using LPCVD. Then the sacrificial polysilicon layer is doped with 
spin-on phosphorus dopant to make the layer n++. This n++ 

property· will later enhance the dry etching rate in XeF2 • This 
polysilicon layer is then patterned using RIE to form the sacrificial 
layer that will later become the void space in the microchannel. 
Next 2.0 µm of LTO is deposited to form the transparent shell of 
the microchannel (Fig. 4a). Then 0.7 µm of polysilicon is 
deposited and patterned using RIB to fonn the heater that lies on 
top of the microchannel shell (Fig. 4b). Using buffered oxide 
etchant (BOE), holes are patterned into the oxide layer to expose 
the sacrificial polysilicon at the ends of the microchannel (Fig. 4c). 
With photoresist covering the entire wafer except for the oxide 
holes, the dry etchant XeF2 is used to etch the sacrificial 
polysilicon core of the microchannel. The finished devices consist 
of a hollow oxide shell with polysilicon heaters running along the 
top surface of the oxide shell as illustrated in Fig. 4d. 

(a) 

(b) 

(c) 

(d) 

Figure 4. Process flow 

LPCVD oxide c=i 
LPCVD polysilicon flFl2l 
Paltam polysilicon using RIE 
LPCVD Cllllde c=i 

·LPCVDpolyslicorl F?&i 
Dope poly using 50G dopant 
Pallem polysilicon heater 

Pattern channel entrance 

TESTING 

The micropump was tested to verify the physical 
principles as described in the theory section. The important pump 
parameters that were investigated consisted of pumping pressure 
head, flow velocity and Reynolds number. 

The testing was done by powering the heaters in 
sequence using a pulse signal pattern similar to that shown in Fig. 
5. Sample test cases of isopropanol pumping in a 726 µm-long, 29
µm-wide, 2 µm-high microchannel are presented. The three
parameters studied were heater pulse amplitude (voltage), pulse
width and pulse overlap as shown in Fig. 5. The heater pulse
amplitude is simply the heater input voltage and so is directly
related to the output power of the line heater. The heater pulse
width is the time period that the heater is powered and the pulse
percent overlap is defined as the overlap of the power input for
adjacent heaters. In this study, these parameters were varied to
understand their effect on net fluid flow in a microchannel.

Pulse width 
Pulse overlap % 

Pulse amplttude 

Time 

.J.. 
Heater3 

Heater2 

Heater 1 

Figure 5. Heater input signal and important parameters 

As stated previously, two methods were used to achieve 
net fluid movement as illustrated in Fig. l. The first method 
consisted of heating a single bubble and causing translation of the 
interface due to the forces mentioned. The second method utilizes 
multiple bubbles that are generated in sequence from left to right. 
The existing bubble(s) acts as an anchor during the subsequent 
nucleation, causing asymmetric liquid flow. The end result of both 
methods is net fluid displacement in the microchannel. 

In this study, three heaters were used to produce net fluid 
flow in a 3.4 µm hydraulic diameter microchannel. The heater 
pulse amplitude was varied from 18 to 26 Volts and the pulse 
width ranged from 0.25 to I second. In addition, the pulse 
overlap ranged from 50 to 90 percent overlap. The three heater 
signals were produced using a function generator that was 
controlled using a personal computer. In tum the function 
generator produced a series of synchronized square pulses with the 
desired pulse amplitude, width and overlap for each heater as 
shown in Fig. 5. The testing of the micropump required no special 
priming signal to initially start the pumping and allowed the same 
steady state signals to be used from start to finish. 

RESULTS AND DISCUSSION 

Numerical results of relevant forces 

The heat and mass transfer analysis revealed that the two 
significant forces were variation in vapor pressure and surface 
tension caused by the heater induced temperature gradients. It was 
found that at high temperatures, when evaporation rates were high, 
the vapor pressure forces dominated due to the significant vapor 
pressure present. However, when the evaporation rates dropped 
and the temperature between the hot and the cold end got larger, 
the surface tension became more significant [3]. It was also found 
that the forces due to vapor recoil were very small for even the 
largest possible evaporation rates. Table. I shows the relative 
magnitude of the calculated forces; 

Vapor Pressure 
Marangoni Pressure 

Vapor Recoil 

Net Pressure 

600Pa 

10 Pa 
< 0.5 Pa 

Table 1. Comparison of calculated forces present in 

microchannel with 130 µm long vapor bubble (three heater 

lengths) at-92 °C with llT=O.l 0

C.

Experimental Results of micropumping device 

Fig. 5 illustrates the basic operational envelope of the 
micropump operating at a heater voltage of 24V. This voltage 
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translates to 58 mW to each heater, which was found to be the 
minimum power required to obtain reliable operation of the 
micropump. The failure mode at power inputs lower than 55 mW 
(23 Volts) was usually due to failed bubble nucleation at one or 
more heater sites. 

As Fig. 6 shows, the lower and upper limits of the pulse 
percent overlap was found to be approximately 60 to 85 percent 
pulse overlap. At pulse overlap greater than about 85% the failure 
mode was found to be little net displacement of fluid due to the 
three bubbles nucleating at nearly the same time. The end result 
was equal displacement of fluid to both sides of the microchannel. 
This is due to the finite time required for bubble nucleation and 
growth. Without enough time lag between adjacent heaters, the 
sequential bubble generation from left to right was lost. To 
investigate this phenomenon, the input power to the heater was 
increased in an attempt to shorten the time for bubble generation 
and growth, thereby getting rapid but sequential bubble generation 
at the three heaters. It was found, however, that in this case one 
large symmetrical bubble would nucleate and prevent the pump 
from operating. At the lower pulse overlap limit, the failure mode 
was usually due to the premature collapse of the previously 
generated bubble(s). In the case where the pump was operating in 
the multiple bubble mode (Fig. lb) this caused the pump to lose 
the anchor effect of the earlier bubbles and so operation was less 
than ideal. For the single bubble operation, premature collapse 
meant that the single bubble started collapsing on the starting side 
and thus lost the increased net pressure effect of having a longer 
bubble. 

Testing also revealed that heater power input and pulse 
width were the parameters that determined whether the pump 
would operate in single or multiple bubble mode. Heater power, 
however, was found to be the more significant deciding parameter 
of the two. When the heater was powered at a high voltage of 26V 
(62 mW/heater), the pump operated almost exclusively in the 
single asymmetrically growing bubble mode when testing within 
the operational window described earlier. However when the 
pump was operated at a lower voltage of 23V (55 mW/heater) the 
pump always operated in the multiple bubble mode. 

Pump Operational Envelope 
(Voltage = 24 V • Heater power= 58 mW/heater) 
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Figure 6. Operation envelope of the micropump 

The pulse width also influenced the operational mode of 
the pump. Testing at 24V and 67 % overlap, the pump operated in 
the multiple bubble mode for pulse width of 0.5 seconds but 
changed to the single bubble mode when the pulse width was 
increased to 1 s. Surprisingly pulse overlap had less of an effect 

on operational mode determination. Intuitively one would guess 
that larger pulse overlap would result in single bubble mode of 
operation but this was not found to be the case at least within the 
operational window tested. 

During testing there was no observable liquid microlayer 
between the vapor bubbles and the channel walls, which suggests 
there would be little liquid slipping past the bubble, if any. It was 
indeed visually confirmed that the motion of the actuated vapor 
bubble at the center was duplicated by the vapor bubbles away 
from the heated zone, leading us to conclude that the translating 
vapor bubble in fact causes net motion of the column of fluid. The 
above was confirmed when we succeeded in pushing vapor 
bubbles out of one end of the microchannel. This direct 
displacement also allowed us to obtain the flow rate from the 
bubble motion. Assuming that the pump was operating in quasi
steady state, the flow rate and the solution for steady laminar flow 
in a duct was used to estimate the pressure supplied by the pump. 

CONCLUSIONS 

The feasibility of pumping fluids in a 3.4 µm hydraulic 
diameter microchannel using asymmetric heating and traversing 
bubbles has been demonstrated. A heat and mass transfer analysis 
has been done to estimate the magnitude of the relevant forces 
present. The analysis revealed that variations in vapor pressure 
and surface tension (Marangoni effect) are the two dominant forces 
present. 

The advantage of this present design is the complete 
absence of any moving mechanical parts or small component 
assembly. Furthermore the proposed design can be integrated in 
standard silicon processing .. 

Test results has shown that our early generation design is 
already capable of delivering velocities as high as 160 µmis in a 

3.4 µm hydraulic diameter, 726 µm long microchannel. This 

corresponds to pressure heads as large as 800 Pa, and a flow rate of 
0.5 nl/min. With optimization of both pump design and operation 
significant improvements is expected in the performance of future 
versions. 
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ABSTRACT 

Semiconductor manufacturing presents important 
challenges in terms of the sensors needed for closed-loop 
process control. In particular, improved trimmer valves are 
needed to precisely control gas flows below lOsccm. This paper 
reports a small electrostatically-actuated microvalve which has 
been integrated with micromachined flow channels to form an 
integrated microflow controller. The current valves actuate at 
S0V, but actuation voltages as low as 40V have been obtained. 
A gas flow model of the microvalve in the molecular, viscous, 
and transition flow regimes has been developed. The model has 
been verified by data obtained from microvalves. The maximum 
calculated flow rate for eight identical microvalves and flow 
channels in parallel is 0.69sccm with a minimum predicted leak 
rate of 3 .8 x 10-3sccm. The response time of the valve is
-l00µsec. Assuming a minimum operating pulse width of
lOmsec, the valve is capable of delivering a 14.5 x 10·6

standard cm3 pulse of gas at lOOTorr applied differential
pressure.

INTRODUCTION 

Many semiconductor processes such as MOCVD, LPCVD 
and RIE require precise control of gas flow rates at very low 
operating pressures. This paper reports an electrostatically
actuated trimmer microvalve capable of high precision gas flow 
control. Electrostatically-actuated valves offer several 
advantages over other valve types. They are low power and very 
small, permitting multi-valve assemblies with small chip sizes 
and very small dead volumes. The microvalve reported here 
extends a previously reported device [1] via several structural 
and process changes. This valve differs significantly from 
other recently reported valves which have been aimed at higher 
flow rates and higher operating pressures. [2,3] 

Figure 1 shows a perspective drawing of the integrated 
microflow controller. Gas enters the device through a bulk 
micromachined gas inlet hole in the silicon cap. A free 
standing double-end-clamped beam is positioned beneath the 
gas inlet. The beam acts as a microvalve because it can be 
electrostatically deflected either upward to seal against the gas 
inlet, or downward out of the gas flow path. The gas, after 
entering the device through the inlet, flows parallel to the glass 
substrate through flow channels micromachined in the silicon 
cap. The gas exits the device through a 500µm diameter outlet 
orifice drilled in the glass substrate. A differential pressure 
sensor can also be fully integrated with the device. Since the 
pressure sensor was developed previously [4] and is known to 
function well, it was not integrated with the microvalves 
reported here, thereby simplifying the fabrication process. 

The microflow controller contains eight silicon beams
forming eight microvalves, each with its own flow channel-

leading to an outlet hole drilled in the center of the die. The 
beams are 600µm long, 240µm wide, 3µm thick and are 3µm 
above the glass substrate. The beams are positioned beneath 
the inlet orifice in an inlet cavity approximately 7.Sµm deep. 
The flow channels are 400µm wide and 1200µm long. The flow 
channel height can be varied, but for the device reported here, it 
was -12.Sµm. 

The valve is actively pulled into both the on- and the off
states using the cap, beam, and substrate metallization as three 
independent electrodes. The valve reported here actuates at 80V, 
but actuation voltages as low as 40V have been observed. The 
individual valves have a theoretical operating range of 
4 .8 xl0-4sccm (closed) to 8 .7x10-2sccm (opened), with a
calculated response time of lOOµsec. 

FABRICATION 

A double-end-clamped single-crystal silicon beam is 
formed using a five-mask dissolved-wafer process with a wafer
level electrostatic bond to glass. Figure 2 is a photograph of a 
micromachined beam. The new fabrication sequence uses a 
robust Ti/Pt to Ti/Pt lead transfer between the beam and the 
glass. The metal to metal contact has a series resistance of less 
than 10 ohms for a IOOµm x S0µm contact. 

The cap wafer was formed by first recessing the front side 
of the wafer, to form the flow channels, and then bulk 
micromachining the back side of the wafer, to form the gas 
inlets. The cap wafer was then sawed and affixed to the glass 
over the previously formed beams. Since the beam and the cap 
were completely fabricated before final assembly, the flow 
channels and the microvalve inlet area could be thoroughly 
cleaned before the beams were encapsulated. 

Figure 3 is a SEM of the 120µm diameter gas inlet. The 
matrix of metal circles visible around the inlet are standoffs 
which were used to prevent stiction. The octagonal metal o
ring around the edge of the inlet is also visible. Figure 4 is a 
photograph of two completed die. The eight bulk 
micromachined gas inlets are clearly visible. 

THE GAS FLOW CONDUCTANCE 

The gas flow path of the integrated microflow controller 
can be divided into six parts: the inlet orifice, the beam, the 
inlet region,. the flow channel, the exit region, and the exit 
port. These regions are shown schematically in Figure 5. The 
effects of the large inlet orifice and exit port are negligible. In 
the following sections, the theoretical equations for both the 
molecular conductance and the viscous conductance for each part 
of the flow system are reviewed. These equations will then be 
used to model the conductance of the integrated microflow 
controller gas flow channels and the microvalve. 
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The Molecular Conductance 

The molecular molar flow rate, Q
m, in seem, is given by 

(1) 

where km is the molecular conductance, W is the transmission coefficient, v is the mean molecular speed, and T = 296K is the measurement temperature. The last term on the right has been included to convert to standard temperature and pressure, 273K and l atm, respectively. The transmission coefficient is a function of the geometry of the flow channel. For rectangular flow channels, W is given by [5] 

(2) 

where L is the length of the flow channel, R is the effective radius defined as nR.2 ""ab, a and b are the side lengths ( a 5 b) and o=alb. Equation 2 is valid for long channels (UR>J00), and will be used to calculate km for the flow channels and the exit region. The molecular conductance in the inlet region and the conductance between the beam and the cap were modeled as gas flow between two parallel flat plates. The transmission coefficient for two flat plates is given by W
m 

= w rw2 [6] for 
Wt =0.5[1+✓1+x2 -x] (3) 

0.66{x-ln[x+ ✓x2 +1Jr
w ----=---------=====

2 

- x3 +3x2 -4-{x2 + 4)✓{1+x2 } 
(4) 

where x = Llh, and h is the plate separation. If two flow channels with cross-sectional areas A1 and A2, and transmission coefficients W 1 and W 2, are connected inseries, the molecular transmission coefficient for the resulting flow channel is given by [7] 
1 1 1 1 --=-+----,Wroral W1 gW2 g (5) 

where Wrotal is the system transmission coefficient based on an effective cross-sectional area of A 1• 

The Viscous Conductance 

For compressible viscous flow, the viscous molar flow rate, Qv, is given by [8] 
(6) 

where kv is the viscous conductance, D h is the hydraulic diameter, 1J is the viscosity, '1P = P rP 2 is the applied differential pressure, P is the average pressure in the flow channel, and tp is an empirical constant related to the geometry of the flow channel. When two or more flow channels are connected in series, the viscous conductance of the entire system is given by 
1 1 1 1 ---=-+-+-...kv (total) kvl kv2 kv3 

The Transition Conductance 

(7) 

In the transition region, the conductance can be approximated by [9] 
[l + 2.507 K

n 
-I]k = k +k 

t v m 1 + 3.095K
n 

-1 
where Kn is the Knudsen nwnber. 

THE MICROVALVE MODEL 

(8) 

Before the microvalve could be accurately modeled, the conductances of the inlet region, the flow channel, and the exit region had to be determined. To understand the contribution of each of these regions, two gas flow tests were run. The first test measured the combined conductance of the flow channel and the exit The inlet of two valves on a cap die was removed with a diamond saw. This modified cap die was then electrostatically bonded to a glass die. Although the glass die was metallized and an exit port had been drilled in the die, no beams were present. The gas flow rate as a function of applied pressure was then measured. The conductance was then modeled using Equations 1,2, 6, and 8. The second test measured the combined flow conductance of the inlet, the flow channel and the exit A complete cap die was electrostatically bonded to a metallized glass die. An exit port had been drilled in the glass die, but as with the previous test, the double-end-damped beams were omitted. The gas flow rate as a function of applied pressure was then measured. The conductance of the inlet region was modeled as flow through two parallel plates. The total conductance was then modeled by combining the previously developed model for the flow channel and the exit region with the inlet region conductance using Equations 5 and 7. The total transition region conductance was then calculated using Equation 8. Figure 6 is a graph of both the measured and the predicted flow conductance for each of the previous tests. The gas flow rate through a functioning microvalve and its adjoining flow channel was then measured. The effect of the beam deflection on the system conductance was modeled as flow through two parallel plates. The total system conductance was calculated by combining the model developed in the previous tests with the conductance of the deflecting beam. The microvalve model was partially verified by using the microvalve gas flow data and the microvalve model to estimate the plate separation between the encapsulated beam and the inlet as the valve was actuated. The estimated plate separations are shown in Figure 7 for both an actuated microvalve and an undeflected microvalve. 
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The average estimated plate separation in the undeflected 
state was l.95µm, which was consistent with the valve 
measured dimensions for an undeflected beam. The measured 
spacing between the cap and the glass was -7.85µm. The beam 
was -3µm from the glass and -3µm thick. Therefore the beam 
to inlet spacing for an undeflected beam should have been 
-1.85µm, which agrees with the estimated spacing of -1.95µm.

DISCUSSION 

When actuated at 80V to close the valve, the modeled flow 
indicated that the beams often closed only to within 0.7-
1.0µm. Particles from the gas flow test system are suspected to 
have played a role in this, even though a 0.5µm filter was used 
to filter the incoming N2 gas line. This is a well known 
problem with electrostatic actuation which could be overcome 
using an alternative thermo-pneumatic valve [ 10]. Such valves 
could be retrofit into the same basic flow controller structure and 
would offer more robust actuation, though at the cost of 
significantly slower speed, higher power, and greater area 

Figure 8 is a graph of the modeled gas flow rate through a 
single microvalve and its adjoining flow channel. Figure 8 also 
graphs the modeled total pressure drop across the valve as a 
function of the beam to inlet spacing. The pressure drop 
reported in Figure 8 is the pressure drop across the beam and 
does not include the head loss due to the inlet region. This 
graph can be used to estimate the degree of flow modulation 
possible for various beam to inlet separations. If the beam, 
when fully opened, is approximately 5µm from the inlet, and 
closes to within 0.lµm, the flow rate can be modulated by a 
factor of 182: 1 at 100 Torr. For these conditions, the total 
calculated flow �ate for a sin�le mic�ovalve and its adjoining
flow channel 1s 8. 7 x 1 o- seem m the open state and 
4.8 x 10-4sccm in the closed state. 

The most attractive feature of these microvalves is their 
ability to deliver precise gas flows at sub-seem gas flow rates. 
For example, with a minimum operating pulse width of lOmsec 
and a maximum system-limited modulation period of 1 second, 
this microvalve offers better than 7 bits of precision. 
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Silicon Cap Flow Channel 

Gas outlet Gas outlet 

Figure 1. Perspective drawing of the integrated microflow 
controller. The pressure sensor is formed simultaneously with 
the beam and is positioned over a separate outlet hole. 

Figure 2. Photograph of a micromachined silicon beam. The 
beam is 600µm long, 240µm wide and -3µm thick. The metal 
pull-down plate is visible beneath the beam. 
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Figure 3. SEM of the microvalve top plate gas inlet 

Figure 4. Photograph of two completed microflow controller 
die. The left die is resting on the silicon cap, and the right die is 
resting on the glass substrate. The bulk micromachined gas 
inlets are visible on the right die. 

inlet 
orifice exit port beam 

0 
exit region 

Figure 5. Schematic drawing of a single microvalve and flow 
channel. 
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Figure 6. Graph of the measured and modeled conductance for 
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Figure 8. Graph of the modeled microvalve gas flow rate 
(solid line) and the modeled % pressure drop (dashed line) across 
the microvalve as a function of beam to inlet spacing. Total 
applied pressure was 100 Torr. Measured data points are also 
shown. 

151
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ABSTRACT 

Electrostatic actuation using a bimorph structure has been 
combined with thennal actuation in cantilever devices. The 
combined electrostatic and electrothennal excitation increases 
the efficiency of the actuation mechanism and permit a 12 volt 
voltage supply and 40 mW power. In this work we have 
optimized the design to create a horizontal movement of me = 60 
µm for cantilever of overall initial length L = 1000 µm. The 
actuation characteristics of cantilevers with only electrostatic 
actuation, only thermal actuation, and combined actuation are 
separately presented for comparison. These actuators are 
designed for direct interface to CMOS driver circuits. 

INTRODUCTION 

Thermal and electrostatic actuators have mostly been 
described for out-of-plane displacements. These devices have 
included the micro tweezers [1,2], micro polymeric-actuators [3], 
and micromanipulators [4]. The work of Keller and Howe 
describes one of the few thennally-actuated devices with in
plane actuation [5]. Our present work is with reversed bimorph 
structures, i.e., the top layer with a smaller thermal expansion 
coefficient and the bottom layer with a larger value. Following 
the sacrificial layer release, the cantilever bows upwards due to 
the built-in stress. Our device exhibits an actuation similar to an 
"inchworm" to achieve a lateral in-plane displacement of its tip 
along the plane of the underlying insulation/substrate surface. 

When electrostatic actuation is used alone, the device 
voltage supply is generally 50 volts and higher [1,3,6]. When 
thennal heating alone is used as the actuating mechanism, the 
power required is in the range of hundreds of milliwatts [3,4]. 
These voltage and power requirements limit the interface 
compatibility for VLSI device circuits especially when low 
power is a requirement. By combining the thermal and 
electrostatic drive we have reduced the voltage requirement to 
12 volts and the power requirement to 40 mW. These levels are 
compatible with CMOS single chip drivers. 

DESIGN AND FABRICATION 

The inchworm actuator is schematically shown in Fig. I. 
As a cantilever structure with a fixed end, initially the released 
cantilever bows upwards over hundreds microns of out-of-plane 
displacement at its center and several tens of in-plane 
displacement at its tip as illustrated in Fig.2 (a). As an 
excitation either thermal Va or electrostatic Vb is imposed on the 
actuator, the up-bowed cantilever stretches out along the 
insulation surface in Fig.2 (b), and moves up to the fully closed 
state in Fig.2 ( c) as the excitation exceeds a threshold value. 

Throughout the whole process, the tip part always keeps contact 
with the substrate, and thus the inchworm actuator can achieve 
lateral in-plane displacement. It is because of this point, a 
friction between the moving tip and the insulation surface is 
importantly involved in this approach. 

up-bowed cantilever' 

\ 
N-Si(IO0) 

. -
dri 

--------"-----
electrostatic ve 

Fig.I. A schematic view of up-bowed actuator. 

Xo Xm 
(a) initial up-bowed position (Va = 0, Vb= 0)

lJ 
Xo X1 Xm 

(b) intermediate partially actuated position

Xo Xm 
( c) fully actuated closed position

Fig.2. Actuation sequence illustration. 

Fig.3 shows the schematic views of the inchwonn actuator, 
which is a polysilicon layer on a TaSi:z/Si�4 composite layer to 
fonn the bimorph structure. The thermal coefficients of 
polysilicon, TaSb and Si�4 are 2.33 x 10-6 /K, 8.8 x 10-6 /K. and
2.8 x 10-6 /K. respectively. The high-temperature-balanced
bimorph will spring a large curvature at low temperature as soon 
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as it is released [7]. Toe polysilicon and TaSh layers serve as 
the heater for thennal actuation and upper electrode for 
electrostatic actuation. Toe Si:iN4 layer offers protection for the 
upper TaSh layer from HF solution. A Si:iNJSi(}.i composite 
layer is used as an insulation layer between the actuator and the 
substrate, and also provides the stationery support film for the 
actuator tip motion. 

Heater 

(a) 

(b) Si:iNJSi(}.i LTO 
N-Si(l00)

Fig.3. Schematic view: (a) top; (b) side. 

Toe fabrication process started by oxidizing I 00 nm thick 
Si(}.i on a n-type (JOO) silicon wafer. This is followed by an 
LPCVD 300 nm Si:iN4 layer as an insulation and HF-resistant 
layer. Next, a 2 µm thick L TO was deposited and patterned as 

Fig.4. SEM photograph of an up-bowed microactuator. 

sacrificial layer. After the 200 nm Si:iN4 deposition, we followed 
with a 100 nm TaSi2 sputtering, a 800 run polysilicon 
deposition, a subsequent phosphorus diffusion at 950 °C, 

photolithography and RIE in that order. Toe TaSb material was 
selected not only for raising the thennal mismatch, but also for 
lowering the heater resistance to reduce the parasitic 
electrostatic influence during thermal actuation. Toe metal 
contact pads are a 500 nm gold layer. Toe final release step was 
done by dipping the wafers into 49% HF solution for over 15 
min. Toe released cantilever bows up and the movable tip 

Fig.5. SEM photograph of the tip with an initial lateral in-plane 

displacement of 3 5. µm. 

retracts backwards on the insulation surface as is shown in the 
SEM views of Fig.4 and Fig.5. Cantilevers with 1000 µm 
length and 35 µm width can shrink back 30 to 60 µm lateral in
plane displacement following release. Correspondingly, the 
vertical out-of-plane displacement of the center part is hundreds 
microns. So, the up-bowed actuator can generate both the lateral 
in-plane and the vertical out-of-plane displacements at the same 
time. In our current design, the inchworm actuator fabrication 
possesses high yield more than 80% without special release 
processing. 

TEST AND RESULTS 

Electrostatic Actuation 

A CMOS high-voltage supply (8] was adopted to supply a 
voltage ranging from 0V to 60V for electrostatic drive. As the 
applied voltage increases, the up-bowed cantilever is attracted 
downward under the electrostatic attraction induced from the 
substrate. C onsequently, the tip is pushed laterally along the 
substrate surface as it overcomes friction with the underlying 
insulation layer. A cantilever with 1000 µm in length and 30 µm 
initial lateral displacement was chosen in this test. Toe 
measured relationship between the lateral tip position and the 
applied voltage is shown in Fig. 6. Very similar to the parallel 
electrode attraction (9], the tip lateral displacement increases 
steadily as an increase in applied voltage initially. Once the bias 
exceeds a threshold V1 at 53 V, the cantilever suddenly closes 
and fully flattens to the insulation surface to achieve the full 
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lateral displacement. As the bias sweeps down, a hysteresis is 
observed as shown in Fig. 6 which is contributed mainly by the 
nature of the parallel electrodes attraction [9], and partly by the 
friction between the tip and the insulation surface. 
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Electrostatic voltage Vb (volts) 

Fig.6. Measured lateral displacement as a function of applied 
voltage for electrostatic actuation only. 

In some aspects, the electrostatically actuated inchworm is 
similar in principle to the microscratch reported previously[lO). 
But the up-bowed cantilever structure reported in this design can 
achieve much larger lateral in-plane displacement. 

Thermal Actuation 

Quite different from the electrostatic drive, thermal 
actuation is based on the thermal expansion mismatch of the 
heated bimorph. The thermal bimorph also provides large force 
and displacement. A current source Ia was used for thermal 
actuation. Fig. 7 shows the relationship of tip displacement 
versus input power. As can been seen, the up-bowed cantilever 
reaches a displacement of 26 µm at the input power of 86 mW 
and above at approximate 650 °C. 

In Fig. 7 there is a slight hysteresis between the power 
increasing and the power decreasing processes, probably due to 
the tip friction against the substrate. 

Combined Drive 

As described above, separate thermal and electrostatic 
drives require either high electrostatic voltage up to 53 V or 
high thermal power up to 86 mW to achieve the maximum 
motion. In this example, a constant electrostatic bias of 12 V 
was introduced to assist the thermal actuation. Fig.8 shows the 
measured results of the combined drive. As can been seen, the 
input thermal power and the applied electrostatic voltage at 
which the actuator achieves the full range motion are 40 mW 
and 12 Vrespectively. 

40 

35 

Electrostatic drive Vb = 0 
0 increasing Pt 

e 
30 2, 

□ decreasing P 1

� 
c 
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e 
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0 IO 20 30 40 50 60 70 80 90 100 

Thermal power Pt (mW) 

Fig. 7. Measured lateral displacement as a function of input 
power for thermal actuation without electrostatic excitation. 

Dynamic behavior of the actuator has been tested with a 
square-wave signal Va for the combined actuation. The results 
show that the actuation response depends largely on the tip 
motion amplitude. An up-bowed cantilever with an in-plane 
displacement amplitude of 15 µm can respond at 360 Hz. The 
cantilever with the full range in-plane amplitude of 30 µm 
responds at approximate 10 Hz. Our limited amount of fatigue 
testing shows that an up-bowed actuator with a vibration 
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Fig.8. Measured lateral displacement as a function of input 
thermal power with combined actuation (Va varies, Vi = 12 v,>.

amplitude about 15 µm will operate as long as several days 
continuously without obvious performance degradation; 
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Actuators with the full range motion have operated only for tens 
of hours before failure. 

Note that all the up-bowed actuators work well under the 
three drive conditions. The maximum lateral displacement 
achieved is up to 60 µm, determined by the initial shnmk lateral 
displacement. 

The adhesion between the movable tip part and the 
insulation layer is strongly affected by room ambient condition. 
Generally, after a several weeks storage in damp room air, the 
tip part is stuck to the substrate. In these cases tip performance 
can be recovered by repeating the release process again. 

CONCLUSIONS 

An up-bowed microactuator which achieved large lateral 
in-plane displacement up to 60 µm, was successfully designed 
and fabricated with standard CMOS fabrication process. 
Electrostatic, thermal, and the combined actuations were 
evaluated. The combined drive reduced the power supply 
requirements to a much lower level. The combined actuation 
was powered directly with CMOS circuitry. Hysteresis was 
observed among all three actuations and the tip friction was 
considered to be the important hysteresis factor. The dynamic 
response and the lifetime for continuous operation of the devices 
depended largely on the vibration amplitude. With half range 
vibration amplitude the devices were operated at 360 Hz for 
several days without failure. 
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D. A. Borkholder1
, N. I. Malufl.Z, and G. T. A. Kovacs1 

1Stanford University 
Center for Integrated Systems Room 202X 

Stanford, CA 94305-4075 

ABSTRACT 

The impedance characteristics of individual 
cell / electrode systems are used to monitor cellular viability, 
position, adhesion, and response to external stimuli in hybrid 
biosensor applications. A planar microelectrode array 
consisting of 36 platinized iridium electrodes (10 µm diameter) 
is used as a substrate for the culture of mammalian cells. 
Electrode impedance is monitored across the array as different 
environmental factors are changed. Maps of electrode 
impedance have been shown to correlate directly _to . �ell
positioning over an electrode and general cellular v1ab1hty. 
Exposure to a well known voltage-gated Na+ channel blocker 
(tetrodotoxin) provided significant cellular response as 
compared to control electrodes without cells. The effective use 
of small electrodes (10 µm diameter) to study single 
cell / electrode interactions has been demonstrated. 

INTRODUCTION 

Much of biosensor development aims to utilize the highly 
selective and sensitive nature of biological compounds to detect 
a particular analyte. However, there is interest in developing 
sensors with sensitivity to a wide variety of physical and 
chemical stimuli. Whole cell based biosensors offer such 
diversity while maintaining high sensitivity. Utilizing planar 
microelectrode technology, it is possible to monitor the 
electrical activity of anchorage dependent cultured cells [1], as 
well as the impedance characteristics of the electrode/cell 
system [2-7]. It has been suggested that it is possible to detect 
the attachment, spreading, movement, and division of cells 
plated on a relatively large (250 µm diameter) single electrode 
with the impedance characteristics dependent on the average 
response of populations of cells [5]. 

The reaction of anchorage dependent mammalian cells to 
different environmental factors may be monitored by impedance 
measurements of the electrode / cell interface. The resulting 
impedance is dependent on many variables including degree of 
occlusion of the electrode surface, relative adhesion of the cell 
to the electrode, and cell membrane ion channel conductance. 
Thus, it is possible to monitor cell positioning over an 
electrode, cellular viability and mobility, and the 
introduction / removal of agents which modulate ion channel 
conductance (or any of the other factors mentioned above). The 
technique is potentially usable with a far broader range of cell 
types than other techniques that require cell generated action 
potentials for signal transduction. 

NGJ08-15 (neuroblastoma x glioma) hybrid cells [8] 
have been utilized extensively for many types of morphological 
and biochemical studies. They express at least four major 
families of voltage-sensitive channels, including voltage-gated 
sodium channels, that respond to a variety of ion channel 
blockers [9]. Tetrodotoxin (TTX) is a highly specific blocker 

2Lucas NovaSensor 
1055 Mission Court 
Fremont, CA 94539 

of voltage gated Na+ channels. TIX binds to the outer mouth of 
the channel through which sodium ions move, thereby 
physically blocking ionic current through the channel [10]. 
Thus it is a useful substance for testing the applicability of 
impedance imaging for hybrid biosensors. 

Chemical and biological warfare (CBW) agents pose a 
difficult detection problem due to the broad (and ever expanding) 
spectrum of materials that may be used. Thus, there is a need for 
detection systems that exhibit high sensitivity while 
maintaining diverse detection capabilities. Whole cell based 
biosensors provide this critical combination. The use of 
impedance imaging allows for a large number of different cell 
types to be cultured, thereby allowing for a tunable sensor 
response. This technology promises to be a complementary 
component to existing CBW detection systems. Also of great 
interest is the use of such techniques for pharmaceutical 
screening, both for intended agent effects and for toxicological 
studies. A variety of basic biological studies could also 
potentially benefit from this approach. In the latter two cases, 
this type of assay could reduce the number of animal-based tests 
required. 

MATERIALS AND METHODS 

A 6x6 array of 10 µm diameter planar microelectrodes 
(100 µm pitch) has been fabricated for cultured cell studies. A 
500 nm thermal oxide provides electrical isolation from the 
underlying silicon substrate. Iridium electrodes and gold 
interconnects and bondpads are deposited utilizing lift-off 
techniques, followed by deposition of a 1 µm low stress PECVD 
silicon nitride passivation layer. Vias are etched through the 
nitride to define the electrodes and bondpad openings. The 
9x9 mm chips are packaged in a standard 40-pin ceramic dual 
in-line package. The bondwires are encapsulated (for 
mechanical and electrical robustness) in a nontoxic low stress 
epoxy. 

An impedance imaging system (Figure 1) has been 
developed to monitor the impedance of cell / electrode interfaces 
across the electrode array. A quadrature synthesizer is used to 
generate both sine and cosine signals of programmed frequency 
and amplitude. The I 0V P-P sinewave signal is attenuated as 
needed (from 0dB to -80dB) and connected to an individual 
electrode via an analog multiplexer. The resulting current is 
monitored by a transimpedance stage which holds the large 
reference electrode at virtual ground. Automatic gain control 
(0dB to l00dB) is used to amplify the voltage output of the 
transimpedance stage. This amplified signal is multiplied in 
quadrature by the source signal and low pass filtered (fourth order 
Butterworth at IOHz) to provide the real and imaginary 
components of the measurement. Quadrature multiplication (a 
common lock-in amplifier technique) allows for signal 
detection (at the excitation frequency) with high noise 
immunity. Known value resistors are used to calibrate the 
system for electrode impedance measurements. 
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Figure 1. Computer controlled system used for monitoring 
the impedance of cell / electrode interfaces. An AC voltage is 
used to drive one small electrode at a time; the resulting current 
is converted to a voltage, amplified, and homodyned to yield the 
real and imaginary parts of the electrode impedance. The small 
electrode dominates the measured impedance. 

The temperature of the substrate is regulated by an analog 
feedback loop using a cold-junction compensated thermocouple 
and a solid state Peltier device [11]. Achieved regulation at 
37°C is better than ± 0.3°C. 

NG108-1S cells are cultured on the electrode arrays in 
serum containing media using standard cell culture protocols 
[9]. The chips are placed in a CO2 incubator (37°C, 10% CO2) 
for 24 to 48 hours (long enough to ensure adequate adhesion to 
the electrodes). For impedance measurements, the chips are 
removed from the incubator and placed into the measurement 
system where the temperature is maintained at 37°C. While 
atmospheric CO2 concentration is not controlled, buffers in the 
culture medium adequately maintain the pH for the duration of 
the impedance measurements. 

A !kHz, l00mV P-P sinusoidal wave (small enough to 
ensure linear electrode characteristics [12]) is applied to a 
single electrode in the array. The resulting current flowing 
through a large reference electrode into a virtual ground is used 
to calculate the effective impedance of the cell / electrode 
interface combination. Electrode impedance is monitored 
across the array at approximately three minute intervals. The 
culture media is exchanged for new media with the same 
formulation in order to "normalize" the solution pH for 
subsequent addition of toxins prepared in the same solution 
(Significant pH changes can occur during the 24 to 48 hour 
culture period due to cell metabolic processes; this effect must 
be normalized out to perform meaningful cellular response 
studies). Culture media containing the substance to be tested is 
exchanged for the existing media and the resulting impedance 
changes are monitored over time. After a leveling of impedance 
response, the test solution is rinsed twice and replenished with 
new cell culture media. Again, the resulting impedance is 
monitored. Finally, the cells are rinsed an additional time to 
ens11re full removal of any remaining test solution. It is 

important to note that this may not guarantee full reversal of a 
toxin's effects. 

Impedance measurements across the array allow for 
determination of cell position and coupling to electrodes when 
the measurements are normalized to data taken prior to cell 
plating. Where detection of environmental factors or other 
external stimuli is desired, the impedances are normalized to the 
first measurement of a series. 

This entire sequence was repeated for an identical control 
chip which underwent all treatments and culture protocols 
without the addition of cells. This data ensures impedance 
changes observed with changing environmental factors are due 
to biological effects rather than changes in adsorbed substances 
on the electrodes themselves. 

RESULTS 

System performance and variability were evaluated by 
measuring a IMn, 1 % metal film resistor in place of the 
electrode array (measured electrode impedances at lkHz 
typically range from l0kQ to 2MQ depending on cell 
coupling). With twenty trials, maximum single channel 
variations of 0.11 % and channel-to-channel variations of 
0.12% in impedance magnitude were observed. This is 
indicative of the anticipated measurement noise due to the 
electronics. 

Impedance measurements normalized to the bare chip 
impedances were used to directly correlate cell placement over 
electrodes. Figure 2 presents impedance data for healthy cells 
growing on the electrode array. Regions with cells positioned 
directly over an electrode (highlighted with boxes in the optical 
image) correspond to regions of high impedance as can be seen 
from the 2-D impedance map in Figure 2b. In applications 
where action potential signals are to be measured from the 
cultured cells, tight cell / electrode coupling is desirable for 
improved signal-to-noise ratio (SNR) [13]. Thus, impedance 
imaging may be used as a complementary technology to 
determine which electrodes are covered by tightly coupled cells 
and should be monitored for optimal SNR. 

Lysing (causing cellular death by generation of different 
osmolality inside and outside of the cell, resulting in rupture of 
the cellular membrane) the cells by perfusion with a 
hyperosmolar solution resulted in the data presented in 
Figure 3. A clear decrease in measured impedance across the 
array is evidenced, corresponding to lifting of cells and partial 
removal of adsorbed biological substances from the electrodes. 
While this is a drastic demonstration of cellular viability 
assessment, it also illustrates the sensitivity of the impedance 
measurements to adsorbed materials and the necessity of 
controls. 

To examine the more subtle effects of ion channel 
blockage, single electrode impedances were monitored over 
time as such toxins were added. Optical images of several 
representative electrodes are shown in Figures 4a and Sa at the 
beginning of the experiment. The impedance magnitude of the 
indicated electrodes are tracked in Figures 4b and Sb. Small 
effects were observed as the culture media was replaced with 
fresh medium, probably due to pH differences between the two 
solutions. Cellular metabolism results in acidification of the 
culture media and becomes more pronounced over time as 
buffering action is depleted. Thus, perfusion with fresh solution 
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Figure 2. Cultured NGJ0B-15 hybrid cells. a). Optical photograph of cells growing on the electrode array. Boxes indicate 
electrodes with apparent tight cell I electrode coupling as seen by the impedance map in (b). b). 2-D impedance magnitude map 
normalized to the bare chip impedance. interpolation was used to form contours between discrete data points. 
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Figure 3. NGJ0B-15 cells following lysing in a hyperosmolar solution for five minutes. a). Optical photograph of cells on the 
array. b). 2-D impedance magnitude map normalized to the bare chip impedance. Note overall decrease in impedance due to lifting of 
cells and partial removal of adsorbed biological substances. 

results in increased pH which is evidenced by the change in 
measured impedance. 

The addition of the sodium channel blocker tetrodotoxi.n 
(TTX) resulted in qualitatively different responses from different 
electrode / cell combinations. The most pronounced effects may 
be seen with traces A (Figure 4b) and C (Figure Sb). With the 
addition of TTX, the cell clump over electrode A (Figure 4a) 
responded with a drastic increase (180%) in measured impedance 
magnitude, most likely corresponding to blockage of 

voltage-gated Na+ channels. As these channels are blocked, the 
resulting impedance is expected to increase due to decreased 
resistive conductance through them. This particular clumped 
cell response did not recover upon removal of the TTX solution. 

The optical image of Figure 4a shows complete electrode 
coverage by a single cell on electrode B. The response in Figure 
4b follows that described by trace A except that the cell recovers 
from the TTX exposure. It is important to note that statistically 
significant data has not been gathered on variability of cell 
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cell completely covers electrode B. (b) Normalized impedance magnitude for electrodes A, B and Control I. Note near constant 
response for Control I ( representative response of control electrodes without cells), while both A and B respond with an increase in 
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Figure 5. (a). Optical image of cells plated over electrodes C and D. Note single cell partially covering electrode C and no cells 
covering electrode D. (b). Normalized impedance magnitude for electrodes C, D and Control 2. Note near constant response for 
Control 2 (representative response of control electrodes without cells) , minimal response for D (no cell over electrode) and a 
decrease in impedance magnitude for electrode C corresponding to the introduction of 1TX. Rinsing the TTX away results in a net 
rise in electrode C impedance magnitude. Impedance magnitudes were on the order of 50 kf2 to 200 k!l 

sensitivity to TTX and its reversible effects as related to 
impedance measurements of this type. 

Electrode C exhibited a qualitatively different response to 
the TIX addition, with a resulting impedance magnitude decrease 
of 20%. Removal of the TIX solution resulted in an impedance 

magnitude rise to a constant level I 0% below the pre-TIX value. 
A second rinse resulted in increased impedance to within I .6% 
of the pre-TTX value. The mechanism for this behavior is not 
yet understood. Note minimal changes on an adjacent electrode 
without coupled cells (electrode D). 
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DISCUSSION AND SUMMARY 

A system has been presented that monitors cellular 
viability and position by impedance imaging, demonstrating 
potential use in a variety of sensors. Maps of electrode 
impedance have been shown to correlate directly to cell 
positioning over an electrode array. While a thorough 
investigation of the mechanisms affecting cellular response to a 
well known voltage-gated Na+ channel blocker (TIX) has not 
been undertaken to date, the results presented indicate 
significant cellular response as compared to control electrodes 
without cells. The effective use of electrodes small enough 
(10 µm diameter) to study single cell / electrode coupling has 
been demonstrated. Investigations of this and other agents 
along with tight control (and purposeful variation) of 
environmental factors utilizing this system's full capabilities 
(frequency variation over five decades and signal source 
amplitude variation) should allow for development of detailed 
models of cell / electrode coupling and the mechanisms 
affecting cell membrane impedance. 

By utilizing different cell types, it is possible to tune the 
sensitivity of the sensor to a specific application. Non
electrically active cell types such as hepatic cells could be used 
for toxin detection. For sensors utilizing electrically active 
cells, impedance imaging may be used to determine which 
electrodes are covered by cells (and therefore should be 
monitored), and as a secondary monitor of cellular viability. 
Possible application areas include: neurotoxin detection, cell 
cytotoxicity testing, pharmaceutical screening, and 
environmental monitoring. 
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ABSTRACT 

Microscopic mechanics at the scale of individual sensory re

ceptor cells play an important signal processing role in the inner ear. 

However, there are few direct measurements - in large part be

cause the measurements are technically challenging. The important 

structures are small (micrometers) and the motions are even smal

ler (nanometers) as well as fast (audio frequencies from 20 Hz to 

20 kHz). Furthermore, to relate the motions of different structures, 

simultaneous measurements from many targets are important. 

We have developed a new method for visualizing and measur

ing the sound-induced motions of inner-ear structures. We use (1) a 

light microscope to magnify the image of the inner ear and to pro

ject the image onto a CCD camera, (2) optical sectioning to obtain 

sequences of images that characterize the entire 3D structure, and 

(3) stroboscopic illumination to create slow motion video sequences

in response to audio-frequency stimuli. Even after optical magnific

ation, sound-induced displacements of inner-ear structures are small

compared to the pixel spacing of modem CCD cameras. Neverthe

less, subpixel motions modulate the brightness field. We have modi

fied robot vision algorithms to determine motion from changes in the

brightness field.

Although this system was designed to study mechanics of the 

inner ear, it has broader application. We illustrate possible applica

tions in MEMS with measurements of the three-dimensional motions 

of the teeth in a microfabricated comb drive. 

BACKGROUND 

During the past 15 years, microelectromechanical systems 

have evolved from scientific curiosities to viable commercial 

products, holding promise for revolutionizing the fields of sensor 

and actuator design. Enormous progress in molecular biology and 

cell physiology during those same 15 years has enabled scientists 

to further understand the pervasiveness and elegance of design of 

biological microelectromechanical systems. Our research group is 

studying one such system - the cochlea, which is the part of the 

inner ear that responds to sound. 

The cochlea is a remarkable signal processing unit. It has a single 

mechanical input: the piston-like motion of the stapes, which is the 

last in the chain of middle ear bones that move when sound strikes 

the eardrum. Therefore, one could view the cochlea as a simple dis

placement sensor - albeit, one with extraordinary sensitivity [31; 

8]. Using neural signals generated by the cochlea, humans can re

liably detect sounds that cause motions of the stapes on the order 

of picometers - i.e., on the order of the diameter of a hydrogen 

atom. However, the cochlea is more than a simple displacement 

sensor [26]. Its neural outputs manifest considerable signal pro

cessing. The cochlea performs a high-quality frequency analysis of 

low-level sounds: Q1odB > 600 has been recorded for motions in 

the saline-filled cochlea of the bat [22]. Furthermore, cochlear signal 

processing is profoundly nonlinear, even at the threshold of hearing. 

One important nonlinearity is compression. Humans detect sounds 

differing in intensity over a 120 decibel range. This range of intens

ities is compressed as it is encoded for neurons with considerably 

smaller (20-50 dB) dynamic ranges. Our group is interested in un

derstanding the micromechanical mechanisms underlying these sig

nal processing capabilities of the cochlea. 

Cochlear mechanics are organized hierarchically. Sensory recep

tion in the cochlea is mediated by hair cells [16; 17], which are spe

cialized for mechanoreception by a microscopic bundle of mechan

ically sensitive hairs (Figure 1). Rotations of a hair bundle cause 

changes in the intracellular potential of the hair cell, thereby stim

ulating the release of a neurotransmitter that causes action potentials 

of cochlear neurons. 

The mechanisms by which motions of hair bundles change in

tracellular potential involve more microscopic mechanical events. 

Like all cells [32; 33], hair cells are surrounded by a cell membrane. 

The cell membrane consists of a lipid bilayer that acts as an electrical 

and chemical barrier between the inside and outside of the cell. In ad-

Hair 

bundle 

\ 

Fluid 

3 µm 

Figure I. Structure of a hair cell. The left panel shows a schem

atic diagram of a hair cell and its mechanically sensitive hair bundle. 

The scanning electron micrograph in the right panel shows a surface 

view of a hair bundle in the cochlea of the lizard viewed in the direc

tion of the arrow. Each bundle contains 50 to 100 sensory hairs. 
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Figure 2 Scliematic representation of stress-gated ion channels in 
hair cells. Rotation of the hair bundle (right) changes the mechan
ical stress in tip-links, which are represented liere as springs con
necting adjacent sensory hairs. The change in tip-link stress mod
ulates tlie ionic conductivity of ion channels, schematized here as 
trap-doors. The inset shows a magnified view near one tip-link. The 
gray and black images were taken from tlie left and right panels, re
spectively. 

dition, the cell membrane contains integral membrane proteins. One 
class of membrane proteins, the ion channels, act as pores through 

which ionic currents can pass between the inside and outside of the 
cell. Hair cells contain ion channels whose state of ionic conduct

ivity is modulated by mechanical stress. The mechanical stress that 
acts on these stress-gated ion channels is believed to be generated by 
filaments called tip-links [27; 18), which connect the tips of adjacent 

sensory hairs (Figure 2). 

Fluid dynamics plays a key role in cochlear micromechanics. 

Hair cells do not operate in isolation but are organized along with 

other cells and tissues to form a sensory epithelium (Figure 3). Dis

placements of the stapes cause pressures in the fluids that act to de
form the sensory epithelium. As the tissues deform, shearing mo

tions between the hair cells and overlying tectorial membrane cause 

rotations of hair bundles. Forces of fluid origin play a key role in de
termining motions of this coupled, hydromechanical system. Inter

action of mechanical properties of the epithelium with inertial fluid 

forces accounts for much of the frequency selectivity exhibited in 
motion of the epithelium [25; 29; 30). Fluid forces play a key role 

in determining the motions of hair bundles [9; 5) and contribute to a 

micromechanical resonance of some hair bundles of lizards [1 OJ. 

Cochlear structures are extensively cross-coupled. Although or

ganized hierarchically, the levels are not independent. For example, 

the state (open or closed) of stress-gated ion channels (nanometer 
scale) has been shown to affect the stiffness of the hair bundle (micro

meter scale) [15). Motions of hair bun.dies are coupled both mechan

ically and hydrodynamically to one another and to the sensory epi
thelium (millimeter scale). Through the surrounding fluids, hair cells 

can also interact chemically and electrically. 

In humans, the cochlear micromachine consists of approxim
ately 15,000 hair cells, each with more than 50 sensory hairs and as

sociated tip-links in a saline-filled environment. The challenge is to 

understand how these parts - more than a million in each ear - in
teract to form a system with the remarkable signal processing capab

ilities of the ear. 

Figure 3. Scliematic cross-section of the cochlea. The sensory 
epithelium and overlying tectorial membrane (TM) separate two 
fluid-ftl,led compartments. One is coupled to tlie oval window (OW), 
into which tlie piston-like foot of tlie stapes fas; tlie other is connec
ted to tlie round window (RW), which is covered by a thin membrane. 
The right panel illustrates defonnations caused by motions of the 
stapes. 

MEIBODS 

We have developed a video system to measure sound-induced 

motions of cochlear structures in an in vitro preparation of the al

ligator lizard cochlea [ 6). The cochlea is mounted in an experimental 
chamber so that it can be viewed with a microscope while simultan

eously being stimulated by an underwater pressure source (Figure 4 ). 
The chamber is mounted on the stage of a light microscope (Zeiss 

Axioplan, New York, NY) that projects magnified images of coch

lear structures onto a scientific grade CCD camera (Photometrics 200 
series with a Thompson 7883 CCD, Tucson, AZ). The camera has 

576 x 384 pixels with 23 µm spacing. Total magnification between 

the target and camera can be adjusted from 5 to 600. 

Optical sectioning. Many biological tissues, including hair cells, are 

nearly transparent. Images can be obtained from any part of such a 

tissue by altering the microscope's focus control. Thus images from 

a series of focal depths can be combined into a three-dimensional im

age that characterizes all of the structures in the cochlea, including 

hair cells, hair bundles, and the tectorial membrane. Optical section

ing can also be used to generate three-dimensional images of opaque 

View with microscope 

/ 
Sound source 

• 

t 
1 mm

Calibration microphone 

Stroboscopic illumination 

Figure 4. Cross-sectional view of the experimental chamber. The 
cochlea is clamped so that it seals a circular opening between two 
fluid-ftl,led compartments. The cochlea is stimulated by a piezoelec
tric disk that generates hydrodynamic pressures in the bottom com
partment; the top compartment is vented to the atmosphere. Sound 
pressure is calibrated using an underwater microphone located just 
under the cochlea. 
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targets. However, only unoccluded surface structures are visible. To 

automate the imaging of three-dimensional structure, a computer

controlled stepper motor is used to adjust the focus control of the mi

croscope with a resolution of 1/11 µm per step. 

Stroboscopic illumination. The important motions of cochlear 

structures are at audio frequencies, i.e., from 20 Hz to 20 kHz. These 

frequencies exceed the maximum rates of scientific-grade (12-bit) 

video imagers (it takes 3 seconds for our system to digitize a full 

frame image and save it to the disk). Therefore, stroboscopic illumin

ation is used to slow the apparent rate of motion. We typically use a 

gas discharge strobe lamp (Chadwick-Helmuth Co. Inc., El Monte, 

CA) which generates high intensity illumination. However, the light 

from a gas discharge strobe is not spatially uniform and pulse-to

pulse variations can cause motion artifacts. Therefore, light from the 

strobe is coupled to the microscope through a fiber optic scrambler 

(Technical Video Ltd., Woods Hole, MA). The scrambler also isol

ates our system from the considerable electromagnetic interference 

that is generated by the strobe. The duration of the strobe pulse (8 µs) 

limits the maximum frequency of motion that our system can meas
ure. To relax this constraint, we have recently developed a strobo

scopic light source using an LED (AND Division of Purdy Electron

ics Corp., Sunnyvale, CA). Although they generate less intense light, 

LEDs radiate much less electromagnetic interference and are orders 

of magnitude faster. 

Subpixelmotion estimates from video images. Fundamental limit

ations on image resolution and on motion detection from images are 

different. Image resolution is limited by the optics [12]. To a first ap

proximation, images are blurred by convolution with a point-spread 

function [11; 2], which limits resolution to distances on the order of 

the wavelength of light (typically 550 nm). However, one can de

tect motions of a blurred image that are significantly smaller. The 

fundamental limitations on motion detection are determined by the 

quantum nature of light (shot noise) and by the video imager. 

Subpixel displacements can be estimated from changes in 

brightness (Figure 5) using methods originally developed for robot 

vision [13]. Generally we identify regions of interest that contain a 

single moving structure. Images at successive times are then ana

lyzed to determine the best rigid-body translation in a least-squares 

sense [14]. 

Figure 5. Variations in brightness caused by subpixel motions. The 

array of squares in each panel represents the pixels of a video cam

era; the gray disk represents the image of a simple scene; and the 

bar plots represent the brightness of the row of pixels indicated by 

the arrow. The three panels illustrate rightward motion of the disk. 

Although the displacements are subpixel, information about the mo

tion is available from changes in the brightness of the pixels near the 

edges. 

RESULTS 

Sound-Induced Motions of Cochlear Structures 

Figure 6 shows the cochlea of an alligator lizard as imaged with 

our system. The hair bundles of hair cells and the overlying tectorial 

membrane are clearly visible. Generally 30 to 60 hair cells are con

tained in the field of view. Approximately 20 can be seen in Figure 6, 

which shows only a portion of the camera's field of view. 

Because the cochlea is nearly transparent, one can view struc

tures both above and below those shown in Figure 6 by changing 

the plane of focus. In this experiment, images were acquired at 

13 planes of focus separated by 3 µm. In general, one can obtain 

sufficiently many images to determine the three-dimensional struc

ture of any visible structure in the cochlea. Figure 7 illustrates how 

the sequence of two-dimensional images can be combined to obtain 

a three-dimensional image of a hair bundle and overlying tectorial 

membrane. 

Three-dimensional images of the cochlea were obtained at 8 

phases of the sinusoidal stimulus. The resulting data set consisted of 

104 images of 576 x 382 pixels (13 planes times 8 phases) and total 

data collection time was 5 minutes. This amount of time is large com

pared to the time needed to determine the motion of a single struc

ture using other measurement methods, such as laser interferometry. 

However, from the resulting 104 images, one can estimate the three

dimensional displacement waveform for every resolvable structure 

in the field of view. Thus the total measurement time is in fact ex

traordinarily short compared to the time it would take to make mo

tion measurements of each structure using another method. We illus

trate the utility of this feature by showing how two separate analyses 

of the same data set may be used to address two issues at different 

spatial scales - the relation between hair bundle motion and that of 

the overlying tectorial membrane, and relations among the motions 

of neighboring sensory hairs within a hair bundle. 

To determine motions of the hair bundle and overlying tectorial 

10 µm 

Figure 6. Cochlear structures in the alligator lizard. This figure 

shows a portion (240 x 240 pixels) of a video image of the lizard 

cochlea. The white square surrounds one hair bundle; several other 

hair bundles are also visible. The faint vertical structure at the right 

edge of the image is the edge of the tectorial membrane ( see Fig

ure 3). Total optical magnification from specimen to video camera 

was J00x. 
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3µm

Figure 7. Three-dimensional image of a hair bundle. The bottom 2D 

image shows a magnified and tilted version of the highlighted part 
of Figure 6. The other images are from a sequence of planes, each 

3 µm above the previous one. The double-headed arrows associate 
each image with the corresponding plane of section in the schematic 

drawing on the left. The scale bar applies to both the x and z direc
tions; y is foreshonened. 

membrane, we analyzed motions of the structures in the 6 images of 

Figure 7. Displacements near the base of the hair bundle were larger 

than those near the tip (Figure 8), which demonstrates that the hair 
bundle is rotating about its point of attachment to the hair cell. Dis

placements of the tectorial membrane were generally smaller than 
those of either the base or tip of the hair bundle. Furthermore, as dis

tance from the base of the hair bundle increases, the motion shows 
increasing phase lag. 

To get a quantitative estimate of hair bundle rotation, each dis

placement waveform was subtracted from the displacement wave

form for the base. The results show that the displacement of the tip 

of the hair bundle relative to the base is 0.3 µm peak-to-peak. Since 
the planes through the tip and base are separated by 6 µm, hair bundle 
rotation is approximately 3° peak-to-peak. Motions of five other hair 

bundles in this data set were analyzed and the results were qualitat

ively similar to those shown in Figure 8. 

In all of our 12 experiments to date, displacements of the tips 

and bases of hair bundles have been larger than those of the overly

ing tectorial membrane for frequencies throughout the lizard's aud

itory range. This result is consistent with the idea that inertial forces 
arising from the mass of the tectorial membrane and surrounding 

fluid tend to resist motion of the tectorial membrane (24). This res

ult is not consistent with other theories that suggest that the tectorial 
membrane is a resonant structure [1]. However, our results should be 

regarded as preliminary. Control experiments must be performed to 
assure that the cochlea is not damaged during experimentation. Re

gardless of the ultimate resolution of this particular issue, the import

ant point is that video microscopy can be used to make measurements 
to directly test theoretical conceptions. 

The same data set used in the previous analysis can also be used 

to study mechanical events at the level of individual sensory hairs. 

The sinusoidal stimulus generates nearly sinusoidal motions of all 

the sensory hairs (top right panel of Figure 9). To determine if there 

is relative motion between the sensory hairs, we applied our motion 

detection algorithm to estimate the motion of the right edge of the 

bundle and shifted the images to compensate for that motion. The 
resulting images show relative motions between sensory hairs (bot-
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Figure 8. Sound-induced motions at six planes of focus through a 
hair bundle and overlying tectorial membrane. Images ( left colwnn) 

corresponding to those illustrated in Figure 7 were obtained at 8 

phases of the stimulus period and were analyzed to quantify motion at 
each plane of section. The wavefonns in the center column show av

erage displacements in the x direction during one cycle of the stimu
lus. The associated nwnbers are the peak-to-peak magnitude (in µm) 

and angle (in degrees) of the fundamental component of the displace

ment. The wavefonns in the right colwnn show differences between 
the wavefonns in the center colwnn and the bottom wavefonn in the 

centercolwnn. The intensity of the 513 Hz stimulus (115 dB SPL in 

the fluid adjacent to the basilar membrane) corresponds to approx
imately 89 dB SPL at the eardrum. 

tom right panel of Figure 9). 

Although tip-links are too small to be resolved in a light micro
scope, the results in Figure 9 show that we can directly measure the 

motions of the sensory hairs to which the tip-links are attached. The 

relative motions of the tips of the sensory hairs give direct estimates 
of tip-link stretch, which is the physiologically important mechan

ical input for transduction mechanisms at the nanometer scale. Al

though preliminary, our results suggest that tip-links are stretched not 
only because the distance between insertion points increases when 

the hairs are rotated by equal angles ( as illustrated in Figure 2), but 

also because the angular displacement of shorter hairs is greater than 
that of longer hairs. Motions of individual sensory hairs have been 
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Relative frame 

3µm 

Figure 9. Motions of sensory hairs within a bundle. The left panel is 
an enlarged image of the hair bundle in Figure 7, at a plane of sec
tion near the center of the bundle (second from bottom). The high
lighted region was extracted from each of eight images acquired dur
ing the stimulus period and positioned so that regions from earlier 
phases are on top of regions from later phases. The resulting mont
age, which illustrates motions during one period, is repeated three 
times to generate the images in the right panels. The upper and lower 
right panels are similar, except that the images used to generate the 
lower panel were first shifted to cancel the motion of the right part 
of the hair bundle. 

measured elsewhere (7; 23] but only for hair bundles that were stim

ulated with a water jet; the membranes through which natural stimuli 

are delivered had been removed. 

Three-Dimensional Motions of a Comb Drive 

Although originally developed to measure motions of cochlear 

structures, our video system has broader application. We have per

formed several pilot experiments to determine if it can be used to 

measure the motions of man-made micromechanical devices. 

Figure 10 shows an image of a microfabricated accelerometer 

obtained using our system. The comb drive was driven with an 8.8 

Hz sinusoidal voltage, 44 volts peak-to-peak with an 80 volt DC off

set. Images were obtained at 45 planes of focus with 0.45 µm. spa

cing to generate a three-dimensional image. Three-dimensional im

ages taken at 8 phases of the sinusoidal stimulus were analyzed to 

determine the motions of the stationary and fixed teeth highlighted in 

Figure 10. Displacements of the moving tooth were approximately 

2 µm peak-to-peak in the horizontal direction (left plot, solid line). 

These displacements are significantly larger than the corresponding 

displacements of the fixed tooth, which serve as control measure

ments to assess the stability of the measurement system. Vertical mo

tions (center plot) were about 6 nm peak-to-peak for both the fixed 

and moving teeth, which is near the noise floor of our measurement 

system (without averaging). 

Our system can also measure out-of-plane motions. Although 

one cannot use optical sectioning to "see through" opaque structures, 

three-dimensional images of opaque structures still provide inform

ation about three-dimensional structure and motion, as illustrated in 

Figure 11. Image brightness is greatest when the tooth is "in fo

cus" and decreases as the plane of focus is moved higher or lower. 

Our motion detection algorithm takes advantage of these changes in 

brightness to align three-dimensional images of the same tooth taken 

at different phases of the sinusoidal stimulus. Results indicate that 

the out-of-plane displacement of the moving tooth was 80 nm peak-

50µm 
H t @ 

2µm].f-\:; 0.02µm]� 0.2µm]� 

Figure JO. Motions of teeth in a comb drive. The fleld of view of this 
image (64x magnification) of a microfabricated accelerometer is fo
cused on the central shuttle and associated comb drives. Most of the 
folded-beam cantilever that supports the shuttle lies above and below 
the field of view; only a small portion of it is visible near the cen
ter of the image. The portions of the images in the white boxes were 
analyzed to detennine the motions of a stationary (top) and moving 
(bottom) tooth of the comb drive, and results are shown in the three 
plots as dashed and solid curves, respectively. The left, center, and 
right panels show average displacements in the horizontal, vertical, 
and out-of-plane directions, respectively. 

z 

Lx 
Figure 11. Three-dimensional image of a tooth in a comb drive. 
This figure illustrates 6 images of the stationary tooth highlighted 
in Figure 10. The images are at different planes of focus, separated 
by 2.27 µm. The double-headed arrows associate each image with 
the corresponding plane of section in the schematic drawing on the 
left. The scale bar applies to both the x and z directions; y is fore
shortened. 

to-peak. The out-of-plane displacement of the stationary tooth was 

much smaller (26 nm peak-to-peak). 
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DISCUSSION 

We have developed a video system that can be used to charac
terize the motions of both biological and man-made micromechan

ical systems. Using stroboscopic illumination, we observed motions 
over the entire audio range of frequencies, and can in principle ob
serve motions at much higher frequencies. Using the optical section
ing property of a light microscope, we measured three-dimensional 

motions of both transparent (biological) and opaque (silicon) struc
tures. Quantitative results were obtained directly from the video im
ages, based on motion detection algorithms originally developed for 

robot vision. 

Implications for bearing research 

Using the video system, we have obtained the first direct exper

imental observations of the relation between sound-induced motions 
of the tectorial membrane and hair bundle displacement. We have 
also obtained the first direct experimental observations of sound

induced motions of sensory hairs within a bundle. Although these 
results must be regarded as preliminary until control experunents 

have tested the viability of our preparations, they demonstrate how 

video microscopy can be used to probe important cochlear mechan
isms at a variety of spatial scales: from ion channels (nanometers) to 

hair bundles (micrometers) to the entire cochlea (millimeters). Video 
microscopy has opened the experunental door to understanding key 
relations in cochlear mechanics that have previously been addressed 

only theoretically. 

Implications for MEMS 

Tools for characterizing the performance of man-made mi
cromachines are primitive by comparison to those available for elec
tronic devices. For many micromachines, tools for assessing internal 

failure modes do not exist, and only the terminal behaviors can be 

tested. The inability to characterize internal failure modes has im
portant consequences for both the designer and fabricator. For the 

designer, it can result in large numbers of prototypes. For the fab
ricator, it means reduced yields because common techniques such as 
laser trunming cannot be applied. As the complexity of microma

chines increases and as their production becomes a commercial en

deavor, developing better tools for characterizing the performance of 
micromachines will become crucial. Results in this paper demon

strate the potential use of video methods for characterizing the per

formance of MEMS devices. 

Comparison to other motion measurement systems 

A number of systems have been developed to measure mi

cromechanical motions. Our method is different from and has sev

eral advantages over previous methods, including the Mossbauer 
method [19), photodiode method [ 4), capacitive probe [34), and laser 

interferometry [20; 28). (1) Our motion estimates are derived dir
ectly from sequences of images. Thus all of our quantitative res
ults can be checked qualitatively by simply viewing the slow-motion 

video sequences. For example, to test that the displacement estim

ates in Figure 8 were qualitatively correct, each image was shifted 
by the estimated displacement in a direction to compensate for the 

motion. The resulting sequence of images, which should be station

ary, provided a test that motions were estimated properly. (2) In the 

video method, the identity of the target whose motion is measured 

is unambiguous since motion is determined directly from images of 
the target. All the other methods listed above require additional ob

servations to determine which motion is being measured. (3) Unlike 
any of the other methods listed above, the video method allows sim

ultaneous measurement of motions of many structures in the same 

specimen. This is a significant advantage when determining interre
lations among motions of different structures. ( 4) The video method 

provides estimates of all three components of rigid body translation 

for every structure in the image. The other methods listed above 
provide an estimate of just one component of motion. (5) In contrast 

to some methods (e.g., the Mossbauer method, some laser interfer

ometric methods [3] and some photodiode methods [ 4)) our method 
does not require any mechanical contact with the moving specimen. 
Mechanical contact has been shown to affect motions of cochlear 
structures [21), and it seems inescapable that similar degradations 

would occur in high-performance man-made micromachines. 

The video method has one important disadvantage: it is partic
ularly sensitive to vibrations of the microscope and camera. To re
duce vibrations, we use a pneumatic vibration isolation table, which 

very effectively reduces vibrations at high frequencies but has little 

effect for low frequencies (<10 Hz). Although low frequency vi
brations contaminate the output signals of all motion detectors, the 
contamination can generally be filtered out - provided that the fre

quencies of interest are sufficiently different from the contamination 
frequencies. However, in the video method, images are acquired at 

a low rate, typically 0.3 Hz. Low frequency vibrations of the micro
scope or camera cause displacements of the images that cannot be 
distinguished from motions near the frequency of interest. These vi
brations determine the noise floor of our measurements, which under 

optimal conditions (e.g., high contrast target, no nearby structures 
with confounding motions) is approximately 5 nm without averaging 

- i.e., 1 % of the wavelength of the light that generates the images.

With averaging we have reduced the noise to less than 1 nm. We are
currently working on other methods to reduce this noise floor.
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ABSTRACT 

An organic thin film ciliary microactuator array using 
independent thermal and electrostatic actuation is described. A 
polyimide thermal bimorph structure provides for large angle 
deflection with high load capacity. Electrostatic plates provide 
a low power hold-down, capacitive sensing and feedback 
control capability. Integrating four orthogonally oriented 
actuators into a unit cell and replicating this cell into an array 
allows for precise movement of small objects in arbitrary 
directions. The array has immediate applications for precision 
positioning, alignment, inspection, and assembly of small parts, 
such as IC dice, with micron scale resolution. 

INTRODUCTION 

Several groups have described efforts to apply 
micromachined actuators to component positioning, inspection, 
and assembly (1-6]. These applications often require 
considerable excess force and large movement of the actuator. 
Despite the large number of papers on micromachined 
actuators, only a few have discussed the fabrication of 
microactuator arrays which can move more than their own 
weight. 

The limitations of candidate actuation schemes can be 
lessened by combining two or more. Our approach is to use 
thermal actuation for the initial large-angle movement of each 
actuator and then transition to electrostatic actuation for a low
power hold-down mode. While thermal bimorph actuators are 
well known, it appears that the only previous attempt to 
incorporate electrostatic actuation in an organic thermal 
actuator was that of Lin, et al. [7]. Their approach was to apply 
an electrostatic pull-down potential to an electrically non
insulated Au resistive heater loop of a thermal bimorph 
actuator. The devices presented herein contain fully 
independent (and electrically insulated from the external 
environment) thermal and electrostatic actuators within each 
element, allowing for uncomplicated implementation of 
electrostatic actuation and/or sensing in combination with 
simultaneous thermal actuation. In this paper, the design, 
fabrication, and testing of such thermal/electrostatic actuators 
is presented. 

FABRICATION 

Surface micromachining techniques were used to create 
the actuators using polyimide as the primary structural material 
and aluminum as the sacrificial layer. The fabrication process 
was designed to be compatible with CMOS or BiCMOS circuits 
which could be pre-fabricated on a silicon substrate. The 
process consists of nine lithographic steps using eight masks. 
Process cross-sections are shown in Fig. 1. 
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Figure 1. Process flow cross-sections for organic 
thermaUelectrostatic actuator. 

The steps up to and including the first polyimide layer are 
shown in Fig. l(A). Starting with a thermally oxidized Si wafer, 
0.25 µm of Al was sputtered and patterned to form alignment 
keys (Mask I). Next, 0.5 µm of LTO was deposited to 
encapsulate the Al alignment keys. Another 1.6 µm of Al was 
sputtered and patterned to form sacrificial mesas, interconnects, 
and bond pads (Mask 2). Since this Al layer would later be 
exposed to a wet Al etch, a 0.5 µm PECVD silicon nitride 
masking layer was deposited and patterned to cover the 
exposed bond pads (Mask 3). An adhesion promoter (Hitachi 
PI-coupler-3) was spun on and cured at 350°C for 30 minutes 
followed by spin on of the first (low thermal expansion 
coefficient) Hitachi PIQ-L200 polyimide. The polyimide was 
cured in a nitrogen purged oven using the a three step profile: 
20 minutes at 105°C, 30 minutes at 160°C, 60 minutes at 
350°C. The final, cured lower polyimide thickness was 4 µm. 

The following steps describe the processes performed oo 
top of the first polyimide layer shown in Fig. l(B). A 150 nm 
PECVD silicon nitride layer was deposited and patterned as the 
etch mask for the Al interconnect vias (Mask 4). An isotropic 
oxygen plasma etch was used to etch vias in the first polyimide 
to the underlying Al. The PECVD silicon nitride was re
patterned to form the lower encapsulation layer for all 
subsequent metallizations (Mask 5). The silicon nitride also 
functions as an internal stiffener for the actuator. Next, 100 nm 

0-9640024-1-8/hh1996/$20©1996TRF
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of 50:50 Ti:W was sputtered and patterned to form the resistive 
heaters (Mask 6). Electrical connections between the Ti:W and 
the first Al layer were made by sputtering and patterning 750 
nm of Al (Mask 7). Another 150 nm of PECVD silicon nitride 
was deposited and patterned (reusing Mask 5) to complete 
metal encapsulation. 

The remaining process steps are as follows. The second 
(high thermal expansion coefficient) Hitachi PIQ-3200 
polyimide was spun on and cured in the same manner as the 
first. The final thickness was also 4 µm after curing. Finally, 
250 nm of PECVD silicon nitride was deposited and patterned 

(Mask 8) to form the actuator outlines, as shown in Fig. 1 (C). 
The wafer was then diced. Afterwards, a RIE oxygen plasma 
was used to etch through the polyirnide and stop either on the 
PECVD silicon nitride (over the bond pads) or on the sacrificial 
aluminum mesas. Individual chips were then placed in an 
aluminum wet etch to release the actuators from the substrate. 
A final plasma etch was done to remove the PECVD silicon 
nitride on the top polyimide layer as well as on the bond pads. 
The final profile is shown in Fig. l(D). 

Because the polyimides were cured at high temperature 
and because the upper polyimide layer has the larger thermal 
expansion coefficient, the actuators assume an upward, out-of
plane curl when the process is complete . Heating by the Ti:W 
resistors flattens them back towards the substrate. The natural 
tendency for the actuators to curl upwards assists the release 
process by reducing the chance of sticking and by allowing the 
etchant to more easily access the area underneath the actuator. 

ACTUATOR AND ARRAY DESIGN 

Al Electrostatic 
Plate 

PECVD Silicon 
Nitride Encapsulation/ 
Stiffening Layer 

(Curled out of plane when not heated) 

Figure 2. Illustration of a combined thermal and electrostatic 
ciliary microactuator. 

Actuator elements. A single actuator is illustrated in Fig. 2, 
with half of the upper pol yirnide and PECVD nitride layers 
shown removed. The two wing shaped regions contain the 
electrostatic plates . These wings attach to the tip and mid
section of the central, thermally actuated region. 

The radius of curvature of a multi-layered structure as a 
result of thermal strain is 

(1) 

where £T and £8 are the strains on the top and bottom layer of 

the actuator and h is the combined thickness of the structure. 
Because the actuator has curvature along its length and width, 
the strain solutions used were those of a disk exhibiting axially 

symmetric strains [8, 9]. Relative to its location before release 
from the substrate, the deflection of the actuator tip involves 
both vertical and horizontal displacements, 

(2) 

(3) 

where L = 430 µm is the length along the actuator's axis of 
symmetry when flat. Following release, the actuators assumed 
a radius of curvature of approximately R = 706 µm, yielding 
displacements of 6i., = 127 µm and OH = 26 µm 

The lifting capacity of an actuator can be estimated as 
the force required to deflect the actuator's tip to the substrate, 

(4) 

where (El)equiv is the equivalent flexural rigidity of the 

actuator [10,11). Using the nominal parameters of the actuator 
layers listed in Table 1, an actuator load capacity of FL = 76 
µN is obtained. 

Table 1. Layer parameters of fabricated actuator 

Layer# 1 2 3 3 5 6 
PECVD PECVD 

Material PIQ- Silicon Silicon PIQ-
L2 00 Nitride Ti:W Al Nitride 3200 

Thickness 4um 150nm 100nm 780nm 150nm 4um 
E (GPa) 8.63 iU NIA 7 iU 2.95 

CTE 20 0.8 NIA 23.6 0.8 54 

(pprn/o C) 

The Ti:W heating elements were designed for a nominal 
resistance of 1500 Q, dissipating 16.7 mW for an applied 5.0 V. 

The wing electrodes were designed for an area of 24,400 µm
2

, 
which yields a capacitance of 300 fF for each actuator, when 
the actuator is fully flattened onto the substrate. 

Chip layout. The omnidirectional ciliary array is composed of 
a two dimensional array of cells having four orthogonally 
oriented actuators each (Fig. 3). This 8 x 8 array of cells (each 

1 x 1 mm) has a total active area of 0.64 cm 
2
• 

The four actuators of each cell are independently 
activated by 4 thermal and 4 electrostatic control lines. Within 
each column of 8 cells, the thermal elements for a given 
actuator orientation are wired in series, whereas the 
electrostatic elements for a given actuator orientation are wired 
in parallel. The eight columns are then wired in parallel for both 
the thermal and electrostatic elements. Each electrostatic 
control line (El - E4) applies a potential to the wing electrodes 
of all 64 actuators of a given orientation. Similarly, each 
thermal control line (Tl - T4) runs a current through the Ti:W 
heaters of all 64 actuators of a given orientation, such that the 
load resistance for the overall array is the same as that of a 
single element (= 1500 Q). A common ground bus provides a 
current return path for the thermal elements, and a substrate 
contact provides an opposing plate for the electrostatic 
elements. 
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Figure 3. Schematic (not to scale) of the omnidirectional ciliary microactuator array chip (left). The SEM photograph on the right 
shows part of the array with an ADXL50 accelerometer ( courtesy of Dr. R Payne, Analog Devices, Inc.) 

Figure 4. Illustration of a motion pixel (left). Four actuators in a common center configuration make up each pixel. Thicker, darker lines 
represent Al interconnects for the Ti: W resistors. Thinner, lighter lines represent Al interconnects for the electrostatic plates. The SEM 
photo on the right shows an oblique view of a motion pixel. 

EXPERIMENTAL RESULTS· 

Lifting capacity. Lifting capacity tests were performed to 
detennine how massive an object the ciliary array could 
convey. The array successfully moved objects with different 
masses at widely variable step rates which were independent of 
their mechanical resonances. The objects included a 3 x 3 mm 
Si IC (8.6 mg), a 1.0 x 1.5 x 1.5 mm glass block (15 mg), a # 4-
40 stainless steel nut (0.16 g) and an 8-pin plastic DIP package 
(0.5 g). The DIP package exerted nearly 69 µN/mm2 which is 
near the maximum theoretical lifting capacity of a single 
actuator (76 µN) (even though there are four actuators in a 
motion pixel, at times only one actuator in a pixel supports an 
object). 

Four phase gait and arbitrary motion direction. Lateral 
movement of an object across the array is accomplished by 
applying a coordinated gait to differently oriented actuators. 
Figure 5 illustrates the basic four phase gait required to move 
the supported object in a rightward direction. Initially, all 
actuators are un-deflected and contact the object. Next, the up
down actuator pair and the left actuators are deflected 
downward to allow the object to rest only on the right actuators. 

The basic gait is established by applying two square waves to 
the left-right actuator pair with a relative phase delay of one 
quarter period. Deflecting the right actuators downward lowers 
the object by Oy and translates it to the left by OH- De
energizing the left actuators raises the object by Oy and 
translates it to the right by another OH increment. De-energizing 
the remaining actuators completes the cycle. The size of the 
horizontal and vertical displacement steps OH and Oy are 
controlled by the voltage applied to the thermal actuators. 

The above sequence, with appropriate rotation, describes 
object movement in each of the four primary (up, down, left, 
and right) directions. By actuating adjacent pairs with the same 
drive signals, motion along the diagonals can also be directly 
produced. Motion in any arbitrary direction was produced by a 
vector-to-raster algorithm based on that of Foley and Van Dam 
[13]. A PC-controlled system for producing the correct gait 
combinations and driving the array was developed and tested. 
The system allows for speed control via the drive pulse 
frequency and arbitrary directional control via keyboard or 
mouse. This system was used for perfonning the tests detailed 
below. 
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Figure 5. Side and plan views of four phase gait. Side views show 
object movement over actuators. In the plan view, dark colored 
actuators are thermally deflected downward. 

Four-phase, linear gaits and step size. The actuators were 
operated at widely variable step rates. The effect this had m 
the linear movement of the 3 x 3 mm silicon IC was examined 
and the results are summarized in Fig. 6 below. When the time 
taken for all four phases (gait period) illustrated in Fig. 5 above 
is below 80 msec, the distance the object moves in one gait or 
distance per step varies nearly linear with gait period. Above 
=120 msec the distance the object moved per gait plateaued at 
an average of 9 µm per cycle. This behavior is related to the 
thermal time constant of the actuator. Longer gait periods allow 
the actuator to approach its steady state temperature. When the 
gait period is shorter, the actuator does not deflect as much and 
so the resulting distance per cycle is less. 
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Figure 6. Plot of average distance a 3 x 3 mm silicon IC moved 
per gait as gait period is increased from 16 msec to 1 sec. The 
error bars for periods 5 40 msec are smaller than the dots 
representing their averages. 

Rotation, alignment, and centering. A set of four ciliary 
microactuator arrays was also packaged and tested. Takeshima 
and Fujita [12] and Bohringer, et al.[!] have discussed the 
potential for a distributed micro-motion system to manipulate 
objects using sensorless methods. They describe how distributed 
micro motion systems can perform such tasks as object rotation, 
alignment to a given axis, and centering objects at the center of 
an array. With this four chip set, these manipulation tasks have 
been demonstrated and are shown in Fig. 7. 

(A) Object rotation through 370 ° 

(3) (4) 
(B) Object's longitudinal axis aligned to vertical axis of
microactuator array.

(1) (2) 
(C) Object positioned in center of four ciliary microactuator
array chips.

Figure 7. Video frames of four omnidirectional ciliary 
microactuator arrays performing object rotation, alignment, and 
centering. 
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Electrostatic Actuation. As thermal actuators are well known 
to have high power requirements, a low-power electrostatic 
hold-down mode becomes very attractive. The Al electrostatic 
plates are embedded symmetrically within the layers of nitride 
and polyirnide of each actuator, and can be used to hold the 
actuator down on the substrate, or to hold an object onto a pair 
of actuators by the application of a voltage between the pair. 

The capacitance of an actuator relative to the Si 
substrate involves a stack of several dielectric layers. When an 
actuator is flattened against the substrate (zero air gap), the 
layers include 0.15 µm of PECVD nitride (£,. = 7.5), 4 µm of 
polyirnide (£,. = 3.4), 0.5 µm of LTO (£,. = 7.5), and 0.5 µm of 
thermal oxide(£,. = 7.5). The capacitance of this stack is 

(5) 

If fringing fields are neglected, the hold-down voltage is 

(6) 

where F
L 

is the force required to flatten the actuator and £
0 

is 
the permittivity of the air gap. The above parameters predict a 
hold-down voltage of 27 V. 

Figure 8 illustrates the deflection characteristics of the 
actuators to both thermal and electrostatic actuation. When the 
actuators are in their full upward position, their capacitance to 
the substrate is very low and 500 V of applied bias only 
produces a downward deflection of 15 µm. In comparison, 16.7 
mW applied to the thermal elements produces a downward tip 
deflection of nearly 30 µm. Predeflecting the actuators 
downward with the thermal elements greatly reduces the 
electrostatic voltage required to pull down and hold the 
actuators. Pull-in voltages of 300 to 500 V were observed for 16 
to 20 mW of initial thermal power per actuator. Once the 
actuators were snapped down, holding voltages of only 70 V 
were required, both with and without simultaneous thermal 
actuation. The observed 70 V hold-down voltage is larger than 
the predicted 27 V value, probably because the Si substrate 
provides a less than perfect ground plane. 
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Figure 8. Deflection characteristics for electrostatic only, for 
thennal only, and for combined thennal (at 16.7 mW per cilia) 
and electrostatic actuation. 

(A) 

(B) 

(C) 

(D) 

Figure 9. Video frames qf actuators during combined mode 
thennal and electrostatic actuation. A) Unpowered, initially 
curled actuators. B) 16.7 mW qf applied power to both actuators. 
C) Right actuator with 500V applied to electrostatic plates. D)
Left actuator unpowered, returns to same position as in (A).

By applying a differential voltage between neighboring 
actuators, conductive objects can be drawn down onto the 
actuators. This causes the actuator to flatten out against the 
object, drawing both the actuator and the object closer to the 
substrate, as shown in Fig. 10. 

Figure 10. Optical video frames showing electrostatic hold 
down qf an JC die in deionized water. Tilting qf the chip as it is 
drawn down on top qf the actuators is seen as a change in light 
reflected from its surf ace. 
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Capacitive Sensing of Objects. If the array were constructed to 
allow independent addressing of each actuator. electrostatic 
sensing could be used for object weighing and/or location. The 
feasibility of this concept was examined. A circuit sensitive to 
capacitive changes resulting from changes in actuator position 
was built. A simple. balanced race condition circuit was 
designed using 4000 series CMOS gates which produces glitch 
pulses whose width is proportional to the nodal capacitance. 
Low pass filtering of this pulse train produces a DC voltage 
proportional to the capacitance. The response of this circuit was 
recorded while manually loading and then unloading all the 
actuators. The results are summarized in Fig. 11. below. The 
results indicate that sensing object weight/location by 
capacitive sensing is possible. 
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Figure 11. Vertical deflection <I actuators (produced manually 
through micrometer) and change in voltage (proportional to 
capacitance). The actuator's tip is undeflected when 
displacement is set to zero. 

CONCLUSIONS AND OUTLOOK 

A ciliary microactuator array using independent thermal 
and electrostatic actuation has been described. The fabrication 
is based upon polyimide thermal bimorphs with aluminum 
sacrificial release layers and is compatible with prefabricated 
CMOS circuits. The combination of thermal and electrostatic 
actuation provides the simultaneous features of a high lifting 
capacity, large angle deflection mode with a low power hold
down mode. Capacitive sensing of the actuator position can be 
used for position feedback control and object sensing. The 8 x 8 
array has demonstrated applicability for precision positioning, 
alignment, and inspection of IC dice with micron resolution. 

Further system demonstrations and enhancements are 
planned. Design efforts are underway to lower electrostatic 
actuation voltages to practical levels (S lO0V) by redesign of 
the shape and position of the electrostatic plates as well as 
layer thicknesses. In addition, capacitive sensing for feedback 
control and object measurement is being investigated. A ciliary 
microactuator array with pre-fabricated CMOS circuits, which 
would enable control of individual cilia, is also planned. 
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ABSTRACT 

Thermal actuator arrays have been developed to complement 
the capabilities of electrostatic actuators. This paper demonstrates 
how arrays of two or more thermal actuators can be applied to a 
variety of basic building-block micromechanical devices such as 
stepper motors, optical component positioners, and grippers. 

INTRODUCTION 

Electrostatic actuators can operate at low power and high 
frequencies, but they require close tolerances or high voltages to 
achieve large forces, and typically have small deflections. Surface 
micromachined polysilicon thermal actuators are capable of large 
deflections and high forces in a current/voltage regime that is 
compatible with standard integrated circuit electronics. The 
devices presented in this paper were designed and fabricated in 
polysilicon using the ARPA-sponsored Multi-User MEMS 
Process, but could be re-created in any MEMS process that 
provides at least one releasable, current carrying layer. 

ACTUATOR DESIGN 

Thermal expansion is a strong force, but a single-material 
actuator based solely on the thermal expansion of a beam would 
have a small deflection. The actuators presented in this paper use 
a deflection multiplying structure based on a 'thermo-magnetic' 
actuator originally demonstrated in the LIGA process [1). A 
typical 'U' shaped lateral thermal actuator or 'heatuator' is shown 
in Figure I. Current is passed through the actuator, and the higher 
current density in the narrower 'hot' arm causes it to heat and 
expand more than the wider 'cold' arm. The arms are joined at the 
free end, which constrains the actuator tip to move laterally in an 
arcing motion towards the cold arm side. 

'Hot' arm 'Cold' 

Figure 1. Basic layout of the lateral thermal actuator. Typical 

dimensions are: 'hot' arm 2.5 µm wide, 240 µm long; 'cold' arm 

16 µm wide, 200 µm long; flexure 2.5 µm wide, 40 µm long, and 

gap 2 µm wide. The 4 µm square dimples prevent stiction. 

Deflections of 16 µm can be achieved at 3 V and 3.5 mA in 2 µm 

thick polysilicon. 

The only requirement to achieve lateral motion with this 
actuator structure is to have one arm expand more than the other. 
So the actuator design can take on a wide range of geometries, 

including actuators with vertical motion or external heating. Close 
tolerances are not required, and this extremely simple design can 
be fabricated in any MEMS process that includes at least one 
releasable, current carrying layer such as SCREAM, 1MEMS

"'

, 

and many other proprietary technologies. The thermal 

actuators presented in this paper were fabricated in the 
ARPA-sponsored Multi-User MEMS Process (MUMPS) [2]. 

Structural features which increase the temperature difference 
between the hot and cold arms will increase the efficiency of the 
actuator. The simplest method is to make the cold arm wider or 
taller to decrease the current density or increase the surface area 
for cooling. Other investigators have shown that a trench etched 
under the hot arm of a metal actuator increased the thermal 
isolation from the substrate, thereby decreasing the heat lost from 
the hot arm and increasing the deflection versus current ratio [3). 

Polysilicon has a higher resistivity than metal, which allows 
the actuator to operate in a voltage and current regime more 
closely matched to standard integrated circuit electronics. For 
example, a 220 µm long, 2 µm thick actuator with a 2.5 µm wide 
hot arm produced a force of 4.4 µNat an input power of 10.8 mW, 
delivered at 2.94 V, 3.68 mA, which is completely compatible 
with standard CMOS circuitry. These actuators can deflect up to 
16 µm at the tip when unloaded, and the 4.4 µN force was 
delivered at an 8 µm deflection. Isolated actuators will operate at 
maximum deflection up to 300 Hz, and in one particular optical 
application, were observed to operate up to I kHz when driven to a 
1.75 µm deflection [4). Other details of actuator testing and 
design considerations have been presented elsewhere [5). 

These actuators exhibit a back-bending characteristic when 
driven past the point where they stop deflecting in the forward 
direction. The mechanism is a deformation of the hot arm which 
shortens it. When the current is removed, the actuator is left 
permanently back-bent from its originally fabricated position. The 
amount of back-bending depends on the amount of over-driving. 
Large back-bending deflections are slightly Jess predictable than 
forward deflections, but small amounts of back-bending can be 
controlled [5). This permanent back-bend of an unpowered 
actuator is useful for assembling and positioning MEMS devices. 

In forward deflection against a stiff structure, a long, thin hot 
arm may bow rather than push; but in back-bending the hot arm is 
in tension, so it can deliver more force. For example, the 220 µm 
long actuator mentioned above can deliver 15.5 µN when back
bending. To back-bend that actuator, 7 V, 5.8 mA was applied for 
5 seconds, but this is a one-time power requirement. After back
bending the actuator will operate as before, but now starting from 
a 'negative' deflection relative to its original position. This is a 
beneficial design option, as the actuator applications will show. 

ACTUATOR ARRAYS 

A longer polysilicon actuator is capable of greater deflection 
and force, but the trade-offs are that the electrical resistance 
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increases with the actuator's length, as does chance of the device 
failing due to stiction; and a longer hot arm is likely to deliver less 
force due to bowing. A more practical approach to obtaining 
higher forces is to connect several actuators with a common 
structure: a flexible yoke attached perpendicularly at the free ends 
of parallel thermal actuators, with flexures to accommodate their 
arc-like motion. Other options for arraying lateral thermal 
actuators are possible, but the yoke concept has proven to be the 
most compact, both with a single row of actuators and two rows of 
actuators set opposite to each other. An added benefit of arraying 
two or more actuators opposite to each other is that the yoke 
cancels out their arcing and expanding motions, producing purely 
linear motion, in addition to combining their forces. An array of 
ten actuators with a yoke can be seen on the right side of Figure 2. 

With the yoke design, the force of the array can be increased 
by simply adding actuators to the same yoke. Since each actuator 
has its own attaching flexure, adding more actuators does not 
increase the stiffness of the yoke. Arrays of 60 actuators on a 
single yoke have been successfully operated, and more could 
easily be added. The actuators in the arrays shown below are 
wired in parallel. There was some initial concern over current 
sharing through so many parallel paths, but the resistance of the 
polysilicon increases with temperature, providing built-in current 
leveling. Any actuator which draws more current will heat more, 
and as its resistance increases its current draw will decrease. 

An important consideration for using these arrays is that they 
produce a larger deflection when they have been given an initial 
back-bend. This allows the actuators to move through their zero 
position, where the least amount of force is lost in flexing the yoke 
and tethers. Provision must be made at the point where the array is 
attached to a driven mechanism if back-bending is to be used. 

APPLICATIONS 

The following applications are presented as examples of how 
these actuator arrays can be applied to a variety of basic building
block micromechanical devices such as stepper motors, optical 
component positioners, and grippers. The first application uses an 
actuator array to position and modulate a hinged mirror in a corner 
cube retroreflector (CCR). A CCR has three mutually 
perpendicular, mirrored walls. This mirror arrangement will 
reflect light back in the direction of its incoming path, and is 
commonly used in roadside reflectors. The device was proposed 
as a possible MEMS communication link [6], though no design 
specifics were given. A recently reported design uses hinged 
polysilicon plates for the mirrors [7]. Designs developed at the 
Air Force Institute of Technology (AFIT) took a similar hinged
mirror approach, but with electrostatically or thermally actuated 
mirrors. 

The thermally actuated design, shown in Figure 2, has a static 
gold mirror on the substrate and two hinged, gold-plated mirrors. 
One hinged mirror is positioned and modulated with a thermal 
actuator array. The notched end of the array tether slides into a 
keyhole when the plate is lifted. The tether end can have several 
notches to set the initial angle of the plate. The other hinged 
mirror is held by a slotted locking plate designed to position the 
mirror within 3.5 mrad of perpendicularity with the substrate. The 
hinged mirror plates are made as thick as possible to counter stress 
in the gold layer, keeping the mirror flat. They are constructed of 

two releasable polysilicon layers with a layer of silicon dioxide 
trapped between them, for a total thickness of 4.25 µm [8]. 

Figure 2. Corner Cube Retroreflector with an actuator array to 

position and modulate a hinged plate mirror. Mirrors are 280 µm 

square, actuators are 240 µm long, 20.5 µm wide, and 2 µm thick. 

The next application is a gripper design, shown in Figure 3. 
The actuators are slid over the edge of the die after fabrication and 
overhang the die edge by 350 µm. Electrical connection to the 
actuator pair is made via 19 µm wide hinged-wires. These create 
gold-on-gold contacts with only 5.5 Q of contact resistance each, 

which is small compared to the 645 Q resistance of the actuators. 
The wires are 1.5 µm thick polysilicon with 0.5 µm thick gold on 
top. When they are flipped over, the gold on top is now on the 
bottom, where it shorts across gold contacts on the gripper frame 
and the substrate wires. 

Hinged-wire slide clamp 

Substrate hinge 

Figure 3. Grippers over edge of the die and wired with flip-over 

hinged-wires. Clamps hold wires in tension against gripper and 

substrate wiring. Topology former for the sliding clamps rotates 

out of the way. Gripper closes a full 16 µm at 2. 7 V, 3. 3 mA. 
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The wires are held in place by clamps whose topology is 
shaped by removable formers [8] to allow enough space under the 
clamp face to easily slide over the wire. The formers are rotated 

out of the way before the wires are flipped over. The wires are 

flexed to provide the spring force to make low resistance contacts, 
but they must be pressed down manually for the clamp to slide 
over them. The gripper frame also has formers to give the guide 
rails the proper topology so the frame can slide under them. These 
formers can be removed after the grippers are assembled; one is 
shown removed in Figure 3. 

A method of increasing the deflection of the thermal actuator 
arrays is to build them into rotary or linear stepper motors. Figure 
4 shows a rotary stepper motor with a 200 µm diameter rotor. A 

main array of ten 240 µm long thermal actuators is attached to a 

drive pawl, which is engaged and disengaged from the rotor by a 
second array of three pusher actuators set at 90

° 

to the main array. 
This arrangement of actuators leaves much of the rotor edge free to 

connect to other structures such as gear trains or cam levers. 
Fewer actuators can be used; motors with a single pusher and 

two drive actuators have been operated. The force delivered 
through the rotor has not been measured, but similar actuator 
arrays have been measured delivering 1.6 µN of force per actuator 
when forward bending, and 3.5 µN per actuator when back
bending against a static beam. Therefore, the amount of force 

delivered through the rotor will depend on the number of actuators 

in the main array, and whether the motor is being run clockwise or 

counterclockwise. 
The actuators in this motor are operated from a slightly back

bent position, as shown in Figure 4. The back bending appears as 

a slight bow in the hot arms of the actuators which, due to the 
current leveling property of these actuators, all get the same 
amount of bend. For example, on this motor the pusher array was 

back-bent with a 5 sec application of7.5 V, but operates at 3.7 V. 

Figure 4. Rotary stepper motor with thermal actuator arrays 
back-bent into their operating position, with the drive pawl 
engaged. The three pusher actuators that engage the drive pawl. 

and the ten actuators that move the rotor are 240 µm long, 2 I µm 

wide, and 2 µm thick. The rotor is 200 µm in diameter. 

The pusher array is back-bent to place the drive pawl in 
contact with the rotor, which is fabricated in the disengaged 

position. The pawl is left in the engaged position as a brake when 
no power is applied. A second brake attached to a single actuator 

is also available for holding the rotor in position while the drive 

pawl is disengaged, in case there is a backwards force from the 
structure being driven by the motor. The drive pawl length allows 
variation in the amount of main drive back bend. 

One important detail is the thickness of the teeth on the pawls 
and rotor. In the MUMPS process it is possible to create 3.5 µm 
thick structures by stacking the two releasable polysilicon layers 
[8]. The extra thickness prevents the pawls from sliding over the 
rotor when driven. The drive pawl can also be tethered directly to 

the pusher array wi,h a thin flexure to prevent slide-over. 

For testing, the actuator arrays were sequenced with a digital 
timing circuit which operates reed relays to apply power to the 

actuators. A typical timing sequence for driving the motor of 
Figure 4 counter-clockwise is shown in Figure 5. This circuit can 
drive the arrays up to 200 Hz; so with the 64 teeth on the rotor 
being engaged two at a time, the motor will rotate at 375 rpm. For 

positioning optical components, the device to be positioned can be 

placed directly on the rotor as shown in Figure 6, a device 
currently in fabrication, or the rotor can be geared to the device. 

Drive I Retracting Stopped I 

Pushl Disengaged I 

Brake Brake on I 

Pulling 

Engaged 

Brake off 

Stopped 

I 

Figure 5. Typical timing sequence for driving the rotary stepper 
motor of Figure 4 in the counter-clockwise direction. 

Hinged 

mirror 
lock 

,! 
I 

:I 

Figure 6. Rotary stepper motor built directly into a hinged, 

rotating mirror base. Motor could also be geared to the base to 

provide finer positioning increments. The base is 200 µm across. 
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The same two-array actuation scheme can be applied to linear 
motors by replacing the rotor with a sliding, toothed rack. Figure 
7 shows a linear stepper motor driven by one-sided arrays. 

Another configuration which takes up less space uses one pair of 
arrays which push the rack against a stationary wall to engage it. 
In the test motor of Figure 7 the rack can be moved 200 µm, but 
for applications such as sliding grippers off the die, the rack could 
be as long as needed and incorporated m the device being 

positioned. 

A 
• 

Figure 7. Linear stepper motor with toothed rac riven from 

both sides by arrays of 240 µm long, 2 µm thick actuators. The 

rack on this motor can slide 200 µm. 

Figure 8. Linear stepper motor arranged to lift a hinged mirror 
plate for self-assembly of optical devices. Vertical thermal 

actuators provide the initial lift. 

Another potentially useful application of stepper motors is the 
self-assembly of hinged structures. Such structures are typically 
assembled manually, a time-consuming and delicate process. 

Thermally actuated stepper motors have sufficient force to raise 

and position hinged plates. Figure 8 shows the layout of a motor 

designed to lift a hinged mirror. In this design, currently in 
fabrication, vertically acting thermal actuators provide an initial 
lift to prevent the linear stepper motor from pushing against the 
hinges without lifting the plate. 

CONCLUSION 

These applications demonstrate how thermal actuator arrays 
can expand the microelectromechanical actuator design space. 
Their high force, large deflections, and compatibility with standard 

integrated circuit voltages complement the characteristics of 
electrostatic actuators, and make them ideal choices where 

compact actuators with high forces or deflections are of greater 
concern than their power consumption and operating frequency. 
Their simple design and modest lithography and fabrication 
requirements mean they could be fabricated in any MEMS process 

that includes a releasable, current carrying layer. 
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ABSTRACT 

We have previously described a practical micromachined 
power source: the polysilicon, surface-micromachined, electro
statically-actuated microengine [l]. Here we report on three 
aspects of implementing the microengine. First, we discuss 
demonstrations of the first-generation microengine actuating 
geared micromechanisms including gear trains with elements 
having dimensions comparable to the drive gear (approximately 
50 µm) and a relatively large (1600-µm-diameter) rotating 
optical shutter element. These configurations span expected 
operating extremes for the microengine, and address the 
coupling and loading issues for very-low-aspect-ratio 
micromechanisms which are common to the design of surface
micromachined devices. Second, we report on a second
generation of designs that utilize improved gear teeth design, a 
gear speed-reduction unit, and higher force-per-unit-area 
electrostatic comb drives. The speed-reduction unit produces an 
overall angular speed reduction of 9.63 and requires dual-level 
compound gears. Third, we discuss a dynamics model developed 
to accomplish three objectives: 1) drive inertial loads in a 
controlled fashion, i.e. specify and achieve a desired time
dependent angular position of the drive gear, 2) minimize stress 
and frictional forces during operation, and 3) as a function of 
time, experimentally determine forces associated with the drive 
gear, such as load torque being applied to the drive gear due to 
friction. 

INTRODUCTION 

Preliminary demonstrations of on-chip powered geared 
mechanisms have been recently reported [2,3]. In the case of 
on-chip electrostatic actuation of geared mechanisms, the on
chip power source must overcome the forces of stiction [4]. The 
forces generated by on-chip means are limited and relatively 
small compared to externally applied forces. The result is that 
initial start-up can be problematic and unreliable. In contrast, 
start-up and operation issues related to release and in-use 
stiction are more readily overcome in mechanical systems that 
are actuated on by external means [SJ. We report here the full 
function operation of various geared mechanisms driven by on
chip means and discuss system dynamics which lead to tailored 
input signals which enhance start-up and operation. Details of 
the fabrication of these devices are reported elsewhere [1,6]. 

For our initial proof-of-concept demonstration, we chose 
two principle configurations of the micro-engine and geared 
micromechanism system. The first, exhibited in Figure 1, 
consists of the microengine loaded by comparably-sized gears 
and provides fundamental information on the basic design of the 
microengine and gears. The second involves the actuation of a 
relatively large (1600-µm-diameter) rotating optical shutter 
element shown in Figures 2 and 3. Design details for these two 
configurations are described in a previous report [7]. These 
configurations span expected operating extremes for the 
microengine and address the coupling and loading issues for 
very-low-aspect-ratio micromechanisms which are common to 
the design of surface-micromachined devices. We then report on 
a second-generation of designs that utilize improved gear teeth 
design, a gear speed-reduction unit, and higher force-per-unit
area electrostatic comb drives. Finally, optimization of 

endurance and of high-speed start-up of large elements through 
dynamical modeling is discussed. 

Figure 1. SEM perspective view of the microengine drive gear 
and comparably sized driven gear. Gear extreme diameter is 
approximately 60 µm and gear thickness is 2.45 µm. 

Figure 2. SEM micrograph overview of the microengine 
coupled to drive a 1600-µm-diameter optical shutter gear. The 
two linear drives are seen as the two orthogonal electrostatic 
comb drives in the upper right-hand corner of the micrograph. 
They are connected by linkages, seen close-up in Figure 3, to 
the drive gear which is coupled to the driven element by gear 
teeth. 

As a quick review, the principle of operation for the 
microengine is well described by analogy to two orthogonal 
pistons connected to a crank shaft, i.e. two linear drive 
elements connected to a rotary element to produce rotational 
output. Referring to Figure 2, the linear drive elements, which 
are electrostatic comb drives [8], are connected by linkages to 
the rotary drive gear. This drive gear is then coupled directly to 
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the large gear through the gear teeth. The close-up in Figure 3 
more clearly illustrates the linkages from the linear drives 
connected to the drive gear. 

Figure 3. SEM micrograph of the microengine drive gear 
coupled to a 1600-µm-diameter optical shutter gear. This gear 
element is 30 times the diameter of the microengine drive gear. 
Also present in this photo are a set of retainers used to maintain 
vertical alignment of the sets of gear teeth, which are only 2.45 
µm thick. 

DEVICE DEMONSTRATIONS 

First-Generation Devices - The two devices 
discussed in this section consist of the microengine driving 
gears of comparable dimension (Figures 1 and 4), and the 
microengine driving a 1600-µm-diameter gear which functions 
as an optical shutter (Figures 2 and 3). 

Figure 4. Optical micrograph taken during the operation of 
the microengine driving two additional gears at 200,000 rpm. 
Gear extreme diameter is 60 µm. 

The rotation of the drive gear and gear train was achieved 
by the application of 90 V square-wave inputs to the comb
drive actuators. These tests were performed in ambient air and 
full rotation of single and multiple gear configurations was 
demonstrated. During tests conducted using low-frequency 
square waves, the motion observed is similar to that of a stepper 
motor. With each step in the applied signals, the drive gear 
moves to an equilibrium position and remains in that position 

until the next change of the applied signals. Due to the low 
inertia of these structures, the movement to the equilibrium 
positions occurs on a sub-millisecond time scale. Changing the 
phase relationship between X and Y actuators allows for reversal 
of the microengine rotation. Several devices were operated at 
square-wave frequencies ranging from 0.5 Hz to 3333 Hz which 
corresponds to 30 revolutions per minute (rpm) to 200,000 
rpm. Figure 4 is an optical micrograph of the drive gear and 
gear train operating at 200,000 rpm. 

The dynamical modeling accounts for the inertial load of 
the drive gears. In the case of the large optical shutter gear, a 
simple step ramp of the drive signals to the engine produces a 
maximum speed of 600 rpm for the 1600 µm-diameter-gear, 
while a modified ramp of the drive signals as predicted by the 
modeling has allowed a speed of 4800 rpm to be obtained. 
These large gear speeds correspond to -20,000 rpm and 
146,000 rpm for the drive gear, respectively. Additional 
discussion of this topic is covered in the section on dynamical 
operation model. 

Second-Generation Designs - By driving a 1600-
µm-diameter gear, the first-generation microengines have 
proven that electrostatically driven assemblies can produce 
significantly useful work. Further improvements, however, will 
be required if similar devices are to propel the more complicated 
micromachines envisioned. We are addressing these needs by 
developing a new family of microengines that utilize improved 
gear teeth design [9], elaborate gear-speed-reduction units, and 
higher force-per-unit-area comb drives. Together these 
enhancements can significantly increase the torque available for 
driving mechanical loads. 

Figure 5. SEM of second-generation tooth design. The drive 
gear pitch circle radius is increased from 26 µm 10 38 µm to 
accommodate the deeper tooth design and additional teeth. Note 
the deeper and multiple tooth engagement relative to the gears 
in Figure 1. 

Although the first-generation gear tooth shape is involute 
[7], (refer to Figures I and 3) several shortcomings were readily 
observed. Process constraints on the ratio of the hub-to-gear 
spacing to the overall gear dimension allowed relative motion 
of the gears to significantly change the tooth pressure angle and 
rolling behavior. To reduce this, a primary modification to the 
design included a larger drive gear diameter to accommodate 
deeper tooth design and additional teeth for greater engagement 
and continuous engagement of multiple teeth. The depth was 
changed from approximately 7 µm to 9.5 µm. A secondary 
change modified the manner in which the link runs over the gear 
edge such that the constraint on the tooth tip width was 
eliminated from the first design. This allowed fabrication of a 
more ideal tooth shape. Comparison of Figure 5 to Figure 1 
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illustrates these changes. These changes eased start-up and 
produced much smoother operation, particularly at low speed. 

A second structure preserved and only slightly modified 
from the early design is the retainer for out-of-plane gear-tooth 
alignment. This is the over-clamp at the edge of the large gear 
in both Figures 3 and 5. A simple evaluation by either 
including or not including the retainers in the operation of the 
devices demonstrated that they are highly effective at 
preventing out-of-plane disengagement of the gears while not 
appreciably adding to the friction load. 

New Second-Generation Devices - The 
aforementioned design changes led us to consider a gear-speed
reduction unit, i.e. a transmission. To construct the unit 
required design of dual-level compound gears. This was 
accomplished by full utilization of the three levels of 
mechanical polysilicon in the basic process. A dual-level gear
speed-reduction unit that drives a rack back and forth is shown 
in figure 6. 

Figure 6 is an SEM of the completed gear-speed-reduction unit 
and linear rack. The linear speed of the rack is approximately 
one tenth that of the linear tooth velocity of the drive gear. The 
rack can be used to drive a folding mirror, for example. 

This assembly utilizes a microengine with a 19 tooth 
pinion [10) to drive two compound gears that have teeth 
fabricated in level 2 and level 3 polysilicon. The hubs for all 
the gears are formed from level I and level 2 polysilicon. Each 
compound gear has a center gear that is about 1/3 the diameter of 
its outer unit. If we take the gears in order of transmission 
starting with the drive (pinion) gear, the tooth numbers are 19, 
57. 19, 61, and 17 respectively. Thus, the linear speed of the
rack driven by the speed-reduction unit is 1/10.77 of what it
would be if driven directly by the pinion gear. The lower (level
2 poly) components can be seen in Figure 7. The large flat areas
under the final gear are to provide a planar surface for fabrication
bf the large level 3 gear. The appearance of gear teeth openings
in the large top gear in Figure 6 are artifacts that compensate for
possible mechanical interferences caused by the conformal
nature of the film depositions in the non-planarized process.
Such design constraints have been discussed in earlier articles
on the microengine [1,6]. The use of Chemical-Mechanical
Polishing for planarization as presented in [11] removes such
design constraints.

Bi-directional drive of the rack by the reduction unit has 
been demonstrated. In addition, removal of the rack from the 
structure allows continuous high-speed operation. More 
significant mechanical ioads will be coupled to similar 

microengine driven gear-speed-reduction assemblies in the near 
future. 

Further utilization of all three levels of mechanical 
polysilicon was made by including a bi-level set of fingers and 
bi-level support springs on the electrostatic comb drives used to 
power the rotary drive gear (see Figure 8). The net result is 
analogous to overlaying two comb drives which effectively 
increases the net output of the linear drives. However, using bi
level springs separated by a two micrometer thick sacrificial 
oxide essentially triples the effective out-of-plane thickness of 
the springs. Since the z-direction stiffness is proportional to 
the thickness cubed, the threefold increase corresponds to 
approximately a twenty-fold increase in out-of-plane stiffness. 

Figure 7. Shown in this micrograph are the three lower level 
gears and rack in the gear-speed-reduction unit. 

This produces a more robust structure that is less 
susceptible to stiction problems associated with the springs as 
well as the shuttle. In addition, a more aggressive layout and 
design has reduced this comb drive's footprint to 2/3 that of its 
predecessor. 

Figure 8. Utilization of multiple levels of mechanical 
polysilicon is seen in this SEM image of bi-level comb drive 
fingers and support springs. Each layer is approximately 2 µm 
in thickness. In this case, the bi-level nature of the structures 
arises from the sacrificial oxide layer that was present between 
polysilicon layers during fabrication. 
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Further Design Issues - The dominant failure 
mechanism of our second-generation drive is off-axis 
instability of the electrostatic comb drives leading to a lateral 
buckling failure under high-speed/high-load operation. The 
instability has its origin in the basic configuration of a linear 
comb drive. The linear force generated by the comb structure is 
derived from the fringing fields at the ends of the comb fingers 
[1]. These fingers, however, form interdigitated plates of 
parallel capacitors. Each of these fingers, in its nominal 
position, sits on an electrostatic potential hill along the cross
axis direction. Therefore, the fingers prefer to collapse into one 
or the other finger to each side. In the comb drives, supporting 
springs and/or mechanical stops normally prevent this lateral 
collapse up to a point. In the case of the current design, the 
onset of the lateral buckling occurs for an applied voltage of 
approximately 90V under loaded conditions. If there are no 
connected elements which generate off-axis loads, the onset has 
not occurred with our latest design at 145 V which is the current 
limit of our test set-up. 

In order to drive the microengine to higher speeds and 
larger loads, we have had reasonable success shrinking the 
spacing to the mechanical stops. In particular, putting a taper 
on the central shaft of the comb drive in the area of the 
mechanical stops produces a gap of only a few tenths of a 
micrometer when the comb is energized. Referring to Figure 9 , 
the gaps on each side of the central shaft are diminished as the 
central shaft moves between the two stops. Also, we have found 
that adding any additional lateral stiffness to the entire comb 
drive is worth the effort. This includes adequate stiffness to the 
comb fingers. An early change was to increase the lateral width 
of the fingers from 2 µm to 3 µm with 2 µm-finger gaps 
increased to 3 µm. Although we have seen improvements in 
controlling the lateral buckling, we are continuing to modify 
both the mechanical stops and the lateral stiffness. 

Figure 9. SEM close-up of the central shaft of a linear comb 
drive. The shaft is the vertical element photo while the stops 
are seen at both sides. As the shaft moves from this position, it 
is seen that the spacing to the stops is decreased by the tapers in 
the shaft. 

DYNAMICAL OPERATION MODEL 

The dynamical operation of the microengine is governed 
by the complex relationship between forces, masses, and the 
physically constrained geometry associated with its moving 
elements. Relevant forces include the electrostatic forces 
originating from the applied comb-drive voltages, restoring 
forces due to the comb support springs, viscous-damping 
forces, frictional forces between rubbing surfaces, and inertial 
forces associated with the linear motion of the comb drives and 

rotational motion of the gears. Though square-wave or sine
wave drive signals can be used to demonstrate functionality and 
achieve limited operation of the engine, they result in excessive 
and fluctuating frictional and inertial forces. Such forces can 
lead to premature failure, and do not result in well-controlled 
motion of loads being driven by the engine. Specifically, 
constant angular speed cannot be achieved without the 
application of specialized drive signals. In addition, rapid 
acceleration of inertial loads with minimum stress is not 
possible without properly engineered drive signals. 

To enable controlled operation while minimizing 
parasitic forces, a dynamical model of the engine/load system 
has been developed and successfully applied. The results are 
achieved by analytically solving Newton's equations of 
motion. The model relates the applied voltages, physical device 
parameters (e.g. force constants, masses and geometry), 
frictional forces and load torques, and the time-dependent 
angular position of the drive gear. Application of the model 
permits the direct experimental determination of the 
electrostatic, damping,. and spring force constants from 
functioning engines. The resulting value of Young's modulus is 

E - 170x 109 N/m2 . The measured electrostatic force constant is
typically within ten percent of that theoretically expected for 
the present geometry comb drives [1]. 

Once the force constants are experimentally determined, 
the dynamical model is used to experimentally measure the load 
forces acting on the drive gear. This is possible by measuring 
the time-dependent angular position of the drive gear, and 
knowing the applied drive voltages. From a series of different 
loading conditions, the coefficient of friction between the gear 
and hub is experimentally measured to be approximately 0.5. 
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Figure IO. Operation using theoretically computed drive 
signals results in uniform rotation at speeds in excess of the 
resonant frequency (104,000 rpm) of the comb drives. 
Measurements are made using a time-delayed strobe technique. 

Controlled operation of the engine can be achieved using 
the model. To do this, the voltages to be applied to the comb 
drives are directly computed for a desired angular speed. The 
experimentally measured angular position of the drive gear as a 
function of time is shown in Figure 10 for an engine running at 
a speed of 172,000 revolutions per minute (rpm) operated with 
drive signals created by the dynamical model. At this speed 
(nearly twice the resonant frequency of the comb drives). the 
linear inertial forces of the comb drives significantly impact the 
dynamics of the engine, and are properly accounted for by the 
model as evidenced by the approximately constant measured 
angular speed. The maximum speed of an engine thus far 
achieved is 300,000 rpm. The data shown in Figure 10. and the 
speed record, were obtained with no load attached to the drive 
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gear. At a constant speed, i.e. in the absence of angular 
acceleration, the rotational inertia of load gears does not impact 
the engine dynamics. 

Rotational inertial effects can be significant during rapid 
starting and stopping of large gear loads. For example, the 
1600-µm-diameter optical shutter shown in Figure 2 can only be 
operated up to a maximum speed of -20,000 rpm (speed of 50-
µm-diameter drive gear) using abruptly starting square-wave 
drive signals. The speed limitation associated with abrupt 
starting is caused by the fact that the transfer of electrostatic 
energy to rotational kinetic energy requires a finite amount of 
time. In contrast, one can drive the shutter at speeds up to 
146,000 rpm by using engineered drive signals created with the 
dynamical model. Quickly accelerating a load to this speed 
requires drive signals of complex form that account for both 
linear and rotational inertial effects. To illustrate, Figure 11 
shows <:_!rive signals designed to ramp to an engine speed of 
140,000 rpm in two revolutions of the drive gear by linearly 
increasing the instantaneous speed, while at the same time 
driving the large load gear. For clarity, only the voltages on 
two of the four comb drives are shown. 

Rapid starting and stopping of the engine can result in 
excessive parasitic forces when improper drive signals are used, 
even in the absence of a load with rotational inertia. The reason 
is that the motion of the engine components are physically 
constrained by the drive gear and linkages. As a result, the hub 
on which the drive gear rotates provides forces to the 
accelerating comb drives to compensate for the non-ideal force 
history provided by the electrostatic comb drives. Such forces 
can impact the lifetime of the engine. The endurance record 
achieved thus far for a single engine is 3.2(109) revolutions 
while operating at a speed of 146,000 rpm. The engine also 
accrued 66,300 start/stop cycles during the 3.2(109 ) 
revolutions. 
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Figure 11. Drive signals to accelerate the 50-µm-diameter 
drive gear to a speed of 140,000 rpm in two revolutions by 
linearly increasing the speed, while at the same time driving a 
1600-µm-diameter load gear. 

CONCLUSION 

In conclusion, this surface-micromachined actuation 
system can overcome the common start-up and in-use operation 
difficulties associated with stiction. We are now considering 
using the microengine as a driver in applications which have 
requirements from reliable start-up after long dormancy to 
continuous high-speed operation. The scope of the potential 
applications have broadened considerably after successful 
demonstration of improved gear tooth design, a gear-speed
reduction unit, and higher force-density comb drives. 
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ABSTRACT 

A mm-sized analog scanning MEMS mirror capable of 
deflection angles exceeding 60 degrees has been designed and 
fabricated. Development of this mirror is driven by the need for 
simple, compact and inexpensive 3-D volume holographic storage 
systems. Deflection is achieved through the control of an external 
magnetic field which interacts with a permalloy layer and the 
current in a 30-tum copper coil. Modeling of the device is also 
provided here and it agrees with experimental measurements. The 
use of the mirror is demonstrated in a holographic data storage 
system and hundreds of holograms have been successfully stored 
and retrieved. 

INTRODUCTION 

Volume holographic data storage is achieved by using two 
laser beams (one "reference" and one "signal" beam) which 
interfere with each other and form a 3-D grating in a light-sensitive 
crystal (such as Fe-doped LiNbO3). In this process, the interfering 
beams change the optical properties of the crystal and the crystal 
stores this 3-D interference grating. To read the data, only the 
reference beam is needed to shine through the crystal and the pre
stored 3-D grating inside the crystal reproduces the signal beam. 
Many multiplexing methods (such as angular, spatial, and 
wavelength multiplexing) can be used to store a high density of 3-
D gratings i.e., holograms, in a limited crystal volume. However, 
angular multiplexing is the most common and successful 
technique, of which storage of up to I 0,000 holograms in a I cm3 

crystal has been demonstrated (1]. Holographic data storage is 
attractive because it has the combined potential of large data 
storage capacity (hundreds of billions of bytes in a volume roughly 
that of a compact disk), high bit rate (a billion bits per second) and 
small random access time ( < 100 µs) (2]. 

Nevertheless, current volume holographic storage systems 
are large in size and need a bulky and typically expensive 
reference beam scanner. Future applications definitely require 
smaller systems. While most components of current systems such 
as lenses and lasers can be readily reduced in size, until now there 
is no commercial beam-steering devices that has the combined 
merits of low cost, small size and large angle of deflection. Here 
we then report our work on a MEMS laser-scanning mirror 
including its behavior as an electromagnetic actuator, and the use 
of it in a holographic data storage system. 

MIRROR DESIGN AND FABRICATION 

Our MEMS scanning mirror (Fig. I) consists of a plate 
(4x4x0.04 mm3 in size to accommodate the size of the reference 
beam) tethered to the bulk silicon substrate by two serpentine 

Romney. R. Katti 

Jet Propulsion laboratory 
Pasadena, CA 91109 

springs. Its bottom mirror-like surface (single crystal silicon) 
serves as the reflector. On the top side of the plate are the 
electromagnetic components which consist of a 30-tum copper coil 
and a layer of thin-film permalloy (Ni93Fe;). These two 
electromagnetic components are used to provide actuation forces. 

The fabrication steps (Fig. 2) start with the formation of a 

40 µm thick epitaxial silicon membrane by anisotropicaly etching 
the bulk silicon down to a boron etch-stop layer. The boron layer 
is then removed and an oxide layer is grown for insulation. A 
Ti/Cu seedlayer is next evaporated on the top side of the plate. A 
photoresist mold is formed and a 30-turn planar copper coil is 

electroplated (9µm thick). Next an insulating photoresist layer is 
coated, patterned and hard-baked. A Ti/Cu seedlayer is again 

evaporated, a photoresist mold is formed and an 11 µm thick 
permalloy layer electroplated. Here, a small piece of permalloy 
(as shown in Fig. I) serves as a current return path when current is 
provided to the coil. Finally a thick layer of photoresist is coated 
and the spring and plate structures are photo-lithographically 
defined. The exposed oxide layer is removed in BHF and the 
silicon underneath is Reactive Ion Etched, to free the mirror. 
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Figure 1. Schematic top view and cross-sectional view {deflected) 

of a MEMS mirror. The bottom of the plate is used as the mirror 

swface. 
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MAGNETIC ACTUATION: THEORY AND 

EXPERIMENT AL RESULTS 

The MEMS mirror can be operated in two modes. First, 
with no current supplied to the coils, mirror deflections can be 
induced by the interaction between an external field and the 
permalloy layer. The deflections can be controlled by changing 
the strength and angle of the magnetic field. The second is to fix 
an external field and use the coil current to deflect the mirror. The 
external magnetic field will first cause the flap to deflect to a fixed 
"bias" angle. Deflection about this position can then be induced 
by changing the magnitude and direction of the current supplied to 
the coils. If both modes are active, the external field can be 
conveniently used for the coarse deflection control while the fine 
positional control is done by the current in the coils. These two 
actuation control methods are discussed in the following. 

Figure 3. (a) Picture of MEMS mirror in the absence of applied 
magnetic field and coil current. (b) Actuated mirror in an 
external field (Hexr= 23,880 Alm (300 Oe) vertical to the substrate) 
with a coil current of around 30 mA. The deflection is caused by 
both the permalloy and coil current. 

PERMALLOY ACTUATION 

The mirror actuation due to the permalloy/field interaction 
was investigated by placing the mirror in a uniform magnetic field 
H,,1 (eliminating forces due to field gradients). No current was 
supplied to the coils. The mirror deflection was then measured for 
different externally applied field strengths and is shown in Fig. 4. 
It clearly demonstrates the large deflection (>60°) capability of the 
mirror. 
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Figure 4. Deflection angle of a MEMS mirror vs. External 
magnetic field. 

The deflection of mirror is modeled using the torque balance 
(Fig. 5) between a permalloy torque (TN;FJ and, the restoring 
torque of the spring (T.,pr;ng), The permalloy torque TNwe (also
described in literature [3,4]) is produced by the interaction 
between B,x1 and a magnetic moment mN;Fe in the permalloy 

Here VN;Fe= 7.26x!0-11 m3 is the volume of the permalloy, Hex, is
given in Alm, 0 is the deflection angle of the flap relative to the 
substrate and MNwe is the magnetization of the permalloy induced 
by Hex, cos(90- 0), the component of H,x, parallel to it. The torque 
(Nm) is then counter-balanced by the restoring torque of the spring 
as 

T,p,.;ng = K 0 (2) 

Where K = 4.2XJ(J8 Nm/deg is the torsional spring constant, and 
0 is the deflection angle of the mirror. Eqs. 1 and 2 are then the 
governing equations used to model the data in Fig. 4, where the 
theoretical fit (solid line) was generated by equating Eqs. 1 and 2 
and solving for 0 under different H,x, values. Here MMFe(H,xJ
was determined experimentally by BH-loop (Fig. 5) and Vibrating 
Sample Magnetometer (VSM) measurements performed on the 
permalloy layer of this particular mirror. The B-H loop gives the 
shape of MMFe

(H,xJ, while the VSM measurement determined the 
saturated magnetization (M.,) of the permalloy to be 0.78 Tesla. 
An additional curve (dashed line) in Fig. 4 was also plotted with 
MMFe = M,. From the point at which this curve and the 
experimental data diverge, the field H,01 required to saturate the 
permalloy can be determined. H..a, is simply the component of 
H,x, in the plane of the permalloy film at this point. It is given by 
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!-f,01 =27064 sin 30° = 13,532 Alm ( 170 Oe ). This value is 
consistent with the value directly read from the BH-loop (Fig. 5). 

External Magetic 
Field Hext t t t t

Figure 4. Torque balance of the mirror with permalloy only in an 
external magnetic field. 

H (A/m) 

Figure 5. RH-loop measurement of NiFe layer using an shb-109 
RH-looper. Horizontal axis has 3,980 Alm per div. (50 Oe /div.). 

COIL ACTUATION 

Here, the effect of varying the coil current in a fixed, 
uniform externally applied field Hex, is discussed. Fig. 6 shows the 
measured change in deflection angle of the MEMS mirror with an 
external bias field set to 79,122 Alm (994 Oe), which caused the 
mirror to deflect to 0 =58° due to the permalloy/Hex, interaction 
described previously. This high field value was used to generate 
large current-induced deflections and to simplify the analysis by 
ensuring that the permalloy was saturated. 
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Figure 8. Change in dejlecfion angle from "bias" position at 
variable coil current with external field of 79,122 Alm (994 Oe). 

To model Fig. 8, we have to consider two more terms Tcoit 
and T,hermat in the torque balance equation. First the current in the 
coils induces an effective magnetic moment mcoit (where mcoit = I

Aeffective ). This moment attempts to align with the external field 
and hence produces a torque on the mirror by[S] 

(3) 

Here I is the current supplied to the coils in amps, 
' A,ffectiv,=0.000132 m2 is the sum of30-turn areas, and Bex, = µJi,x, 

is the magnetic flux density in Tesla. Next, the thermal torque is 
induced by heat generated by this current flowing in the coils. 
This is modeled by 

T,hermal = -C J2 (4) 

In this case C = 25.2xl0-6 is a fitting constant while/ is the applied
coil current in amps. The negative sign in Eq. 4 means that the 
thermal torque always bends the mirror down. Now, when a 
current is applied to the coils with a constant external magnetic 
field, the torque balance then becomes 

VNiFeM., Hex1COS e + mcoil Bex1 sine - C I2 =Ke (5) 

Eq. 5 has only two unknowns (0 and I), which can be solved and 
used to fit the data in Fig. 8. The result is shown in the solid line 
and a good fit is again obtained. It is worth noting that the current 
control can produce a ± l 0° deflection which is more than 
adequate for the scanning mirror application. 
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T,P(ing 

:r:• 
1T°ihermal 

Figure 7. Torque balance of the mirror with both the permalloy 
and coil current in an external magnetic field. 

HOLOGRAPHIC APPLICATION 

In the holographic data storage application the mirror is 
biased to approximately 45° in a constant but non-uniform external 
field (-200 Oe at mirror), provided by a permanent magnet located 
2mm above the surface of the mirror. Deflections about this angle 
(fine control), are induced by varying the coil current. 

Two multiplexing schemes are explored. The mirror is first 
used in an angular multiplexing holographic storage system (Fig. 
9a). In this system a single laser beam (Argon laser) is split into 
a reference beam and a signal beam path. The latter contains an 
information presentation device (Liquid Crystal Display), a storage 
crystal, and a detector (CCD camera). The reference beam, is 
deflected by the MEMS mirror and then passes through a lens 
system. The lenses keep the beam focused on the same location 
on the crystal but with different incident angles corresponding the 
mirrors deflection angle. Fig. 10 shows some typical holograms 
stored and then retrieved using the MEMS scanning mirror. In 
addition to the angular multiplexing scheme, the mirror is also 
used in a combined spatial/angular multiplexing configuration 
(Fig. 9b). Here, not only is the incident angle of the reference 
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beam changed but so is its position on the crystal. The primary 
advantage of this configuration is that two lenses can be 
eliminated and the mirror placed right at the crystal surface. Once 
again for demonstration purposes we stored I 00 holograms, all 
were of good quality. 

MEMS mirror Cam;�

,

D 
replaces 

conventional REFERENCE scan�er BEAM PATH .. • 
t 

•- LiSb03:Fe _,,. 
\.,' - .,. 'J· :�_,.,, Crystal 

SIGNAL I LCD 
BEAM PATH 

Laser beam 

(a) 

Permanent magnet 
........ �� LiNb03,Fe 

MEMS-Mirror ljCri·stal 

REFERENCE LCD BEAM PATH 
SIGNAL 

EAMPATH 

Laser beam 

(b) /. 
���gl1, Figure 9. (a) Conventional holographic storage system using

l, otJL commercial beam deflectors. (b) Compact storage system with
ff\ 0 ,JI MEMS mirror. 
�(JI 

1J1t� 
I� 

Figure JO. Holograms stored and retrieved, showing original 
image prior to storage and retrieved image from crystal. 

DISCUSSION 

Table I shows a comparison of the MEMS mirror with some 
commercial scanning devices. Although we have been able to 
successfully demonstrate the storage of hundreds of holograms 
several aspects of the mirror still need improvement. 

First, the 0.03° spacing between two holograms is only 
preliminary data. Experimental improvement needs to be done to 
further reduce this number. Then, the deflection range of 15° can 
be reduced while incorporating the course control. Such an 
approach can actually reduce necessary current and decrease the 
undesirable thermal effect. Next, the time response of the mirror is 
relatively slow. Experimentally, it is found that the mirror has a 
first �ode resonant frequency of about 65Hz and a small-angle 
step response time of 25 ms. It is highly desirable to further reduce 
this number and future work should increase its damping. Finally, 
it is apparent that using the MEMS mirror does reduce the overall 
volume of the demonstrated holographic storage system by more 
than an order of magnitude. To improve the capacity of the storage 
then, it is possible to use the saved space to design a multi-mirror 
array storage system. 

Device MEMS mirror 

Minimum 
hologram 0.03° 

spacing 
Deflection 

range 15° * 
Access time 

for 0.1 ° 25 msec 
deflection 
Reference 
beam path 1-10 cm3 ***
volume** 

Device 
volume l cm3 

Cost Inexpensive 
* With current control only. 
** Not including laser. 

Commercial 
Motorized 

stage 

0.002° 

35 ° 

130 msec 

686 cm3 

60 cm3 

Expensive 

*** For compact configuration as in Fig. 9b. 

Acousto-optic 
Deflector 

0.0015 ° 

1.50 

70 µsec 

1372 cm3 

30 cm3 

Expensive 

Table I. Comparison of MEMS mirror with several commercial 
scanning devices. 

CONCLUSION 

A large angle of deflection scanning MEMS mirror has been 
successfully developed. Its operation with either an external field 
or a coil current has been studied and modeled. The feasibility of 
using such a prototype scanning mirror for holographic data 
storage has been demonstrated. 
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ABSTRACT 

Surface-micromachined, batch-fabricated structures that 
combine plated-nickel films with polysilicon mechanical flexures to 
produce individually addressable, magnetically activated devices 
have been fabricated and tested. Individual microactuator control 
has been achieved two ways: (1) by actuating devices using the 
magnetic field generated by coils integrated around each device, (2) 
by using electrostatic forces to clamp selected devices to an insu
lated ground plane while undamped devices are freely moved 
through large out-of-plane excursions by an off-chip magnetic field. 
The present application for these structures is as micromirrors for 
microphotonic systems where they can be used either for selection 
from an array of mirrors or else individually for switching among 
fiber paths. 

INTRODUCTION 

Magnetic actuation of polysilicon flexural MEMS elements 
provides several desirable features. Techniques to batch-fabricate 
these elements using electrodeposited NiFe films together with 
details of their performance were presented at this workshop in 
1994 [1-2]. Based upon this earlier work, the following features 
were demonstrated. 

(1) Large deflections (> 1 mm) are achieved using magnetic
forces to actuate compliant microflexures.

(2) These large deflections can be achieved both parallel and
perpendicular to the plane of the wafer.

(3) Actuation can be achieved using magnetic fields generated
by either on- or off-chip sources (enabling remote device
control)-- or by applying both at the same time.

(4) The actuating force can be applied in a conducting environ
ment such as a saline fluid.

Torsion-beam suspensions of these magnetic elements were 
described in later work [3], that demonstrated their applicability for 
optical scanners, displays, and switches. We report here an 
enhancement of the static actuation model, a dynamic actuation 
model, and two methods for controlling individual flexure-based 
ferromagnetic microactuators. The first method uses coils inte
grated around each device to produce the magnetic field required 
for individual microactuator motion (Figure 1). The second method 
uses electrostatic forces to clamp selected devices to the insulated 
ground plane, while the off-chip magnetic field actuates undamped 
devices (Fig. 2). 

STATIC ACTUATION 

A static mechanical and magnetic analysis of these torsional 
ferromagnetic microactuators has been given [3]. The accuracy of 
the model in reference [3] can be enhanced, particularly at low 
magnetic fields (where agreement with experimental results is least 
accurate), by accounting for the coercivity He of the magnetic 
material. If He is considered, the magnetization M in the film is 
expressed as 

Figure 1. Top views of a microactuated torsion-beam element (0.45 
mm square) surrounded by a JO-tum coil; a) no current applied to 

the coil, b) rotated 45° by H "' 5 Wm when 500 mA is applied to 

the coil. 

Figure 2. Top views of electrostatically addressed torsion-beam 
elements (l mm square); (a) both devices actuated by an off-chip 

magnetic field H "' 8 Wm, (b) right device electrostatically 

clamped down and left device actuated, (c) left device clamped 

down and right device actuated, (d) both devices clamped down 

(Vc
"' 5 V). 
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Figure 3. Comparison of calculated and measured de-angular 
deflection as a function of magnetic field. 

M = mm -'---;::::;:=:::::;::=====,--- , Ms 
. (µ

0
(He +Hext cos (y-0-<I>) )  ) jd,'cos20 + �sin20 (1) 

with the permeability of free space µ0, the angle between the external magnetic field and the substrate 'Y, the angular deflection of the magnetization from its preferred axis (the easy axis) 0, the angular mechanical deflection from the substrate <I>, and the magnetic-shape coefficients along the length N1 and thickness N1 of the ferromagnetic element. Figure 3 shows the angular deflection predicted (a) by Eq. (1) (with He = 250 Alm), (b) by Eq. (12) of reference [3], and (c) the measured results. Equation (1) is seen to provide excellent agreement even at low magnetic fields. 
DYNAMIC ACTUATION 

To predict actuation under ac conditions, we formulate a dynamic torsional model: 
(2) 

with angular moment-of-inertia J, angular damping coefficient C41>, angular stiffness of the torsional beam k
41>
, and driving magnetic torque Tm · The angular damping coefficient can be expressed as C� = Jlk/Q with quality factor Q. Equation (2) is not a simplelinear differential equation because the torque Tm is a function of the angle between the ferromagnetic element and the substrate <p. If we assume that the magnetization is along the easy axis (0 = 0), and that the field is perpendicular to the substrate ('Y = 90°), the torque Tmis Tm

= VmagM(Hde +Haesin21tft)cos(<p) (3) 

with magnet volume V mag• de field Hdc, ac field Hae• and drive frequency f When Eq. (3) is substituted into Eq. (2), the result can be solved numerically. A plot comparing calculations for the mechani
cal frequency response with experimental results, is given in Fig. 4 for a device consisting of a 430x130x15 µm3 NiFe plate (J = 4.57x10-16 kg-m2 and Vmag = 8.4x10-13 m3) attached to a pair of400x2.2x2.2 µm3 polysilicon torsional beams (k� = 2 nN-m/rad) with fitting parameter Q = 100. Two features of the plot in Fig. 4 are readily apparent; first, the model agrees quite well with measurements, second, the peak of the resonance curve leans to the left, indicating that the system exhibits a nonlinear, hysteretic frequency response. 
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Figure 4. Comparison of calculated and measured mechanical 
frequency response. 

ADDRESSING 

A single off-chip field source can be used to actuate large arrays of microelements simultaneously, which can be useful for microtransport and microassembly applications [4], but actuation 
only of selected elements would permit a number of other uses. We have pursued two methods to achieve addressable actuation in an array of devices. The first method employs magnetic fields generated by coils integrated around each element to achieve a localized field and actuation (Fig. 1) [5]. An option for this scheme is to supplement this coil-driven field with an integrated ferromagnetic core. Although integrated coils with a ferromagnetic core can concentrate magnetic flux, thereby achieving a larger magnetic field, their fabrication process is considerably more complicated [6-7]. For our experiments, planar coils, which spiraled around each microactuator, were fabricated without any magnetic core. The second method for addressable actuation uses electrostatic forces to clamp selected devices to the insulated ground plane, so that the off-chip magnetic field does not affect the clamped devices (Fig. 2). 

INTEGRATED COIL 

Figure 1 shows a coil-driven device consisting of a 450 µm
square nickel pattern plated on polysilicon, which is attached to the insulated substrate via two torsional springs 200 µm long, 2 µm wide, and 2 µm thick. The electroplated 5 µm-thick nickel is also used as the conducting layer for the 10-tum coil (25 Q) surrounding the microactuator. The entire device, consisting of the coil and the moving structure, requires a square area 1.4 mm on a side. With no current in the coil, the device lays flat as in Fig 1 a; when 500 mA is applied a field of ~5 kA/m is generated that rotates the device more than 45° out of the plane of the wafer. On-chip coil-actuated devices can achieve continuous positional control, however, high power (6.25 W) and large chip area (2.25 mm2) are required for this design. Using copper instead of nickel for the coil would reduce the resistance by a factor of ~4 and also prevent the coil from shielding the device from any off-chip magnetic field, so that a small perma0 nent magnet could be incorporated underneath the substrate to provide the de field necessary to rotate the plate out of the plane of the wafer. Thus, the copper integrated coil would need to provide only a much smaller ac field. Driven at the resonant frequency, such a device should exhibit a large scanning envelope with significantly less power. 

188



Figure 5. Schematic representation of the electrostatic clamping 

structure. 

ELECTROSTATIC CLAMP 

Individual selection of activated elements in an array, that is 
actuated by a uniform off-chip source, is possible using electro
static forces to address individual rnicroactuators, as is shown sche
matically in Fig. 5. Selection is accomplished by applying a voltage 
to the microactuator, which is anchored to an insulating dielectric 
layer, while the substrate is grounded. The resultant electrostatic 
force clamping the element to the surface, must be sufficient to 
keep selected devices from moving in response to the magnetic 
field applied to actuate unselected devices. 

The clamping force Fe is approximately that felt by the plates 
of a simple capacitor 

E,E
0
Av2 

F = ----,,-
c 

2i 
(4) 

with relative permittivity of the dielectric layer E,, permittivity of 
free space E

0
, clamping area A = wl, voltage V, and electrode separa

tion d. In Eq. 4 it is assumed that the clamping voltage is positive, 
putting the surface of the n-type silicon substrate into accumulation, 
and that trapped charge in the nitride and at the substrate-nitride 
interface is negligible. The clamping action can be formulated in 
terms of the clamping torque Tc, given by 

I EE wi2v2 
T = JF di' = r O 

• (5)
C C 2 

0 
4d 

The clamping torque Tc must exceed the drive torque Tm for the 
clamp to be effective. If we assume that the external magnetic field 
is applied perpendicular to the substrate (y= 90°) and that the mag
netization remains along the easy axis (8 = 0), when the device is 
clamped ( GJ = 0) Tm is 

Tm(GJ=0) = V
mag

MH (6) 
with magnet volume V mag = !wt, magnetization M, and magnetic 
field H. The minimum clamping voltage Ve derived by equating 
Eqs. (5) and (6) is 

E,E
0
l (7) 

The electrostatic clamp has been experimentally investigated 
using the structures shown in Fig. 2. These devices consist of 
nickel-plated polysilicon plates (I mm long, 1 mm wide, and 10 µm 
thick) that rotate about a pair of torsional beams (400 µm long, 15 
µm (left device) to 20 µm wide (right device), and 2 µm thick) that 
are anchored to a 2.0 µm-thick silicon-nitride layer deposited on the 
n-type silicon substrate. For these plate structures, using (E, = 7.5
and M = 0. 7 T), a voltage of V = 4.1 volts is calculated as sufficient
to clamp the device in a field H = 10 kA/m. Experimental results

Figure 6. Fabrication process. 

have confirmed that -5 volts can clamp these structures in a 
JO kA/m field. 

The sequence of images shown in Fig. 2 illustrate individual 
device selection using electrostatic clamping. In Fig. 2(a), both 
rnicroactuators are rotated up out of the plane of the wafer. The 
device on the right in Fig. 2a does not rotate as far as the device on 
the left because the beams supporting it are wider (20 µm), and 
hence stiffer, than the beams supporting the device on the left (15 
µm). After taking the photograph in Fig. 2(a), the off-chip magnetic 
field has been turned off so that the devices return to the substrate 
after which a clamping voltage is applied to the device on the right. 
Figure 2(b), taken after the magnetic field is turned back on, shows 
the device on the right clamped down while the device on the left is 
rotated up by the magnetic field. In Fig. 2(c), the situation is 
reversed; that is, the device on the left is clamped down and the 
device on the right is rotated up by the field. Figure 2(d), shows the 
case of both devices clamped with the magnetic field applied. 

Advantages of using electrostatic forces (instead of using 
integrated coils) to achieve individual rnicroactuator control 
include the following: 

(1) Arrays of elements can be readily addressed using well
known digital-memory address techniques.

(2) The clamping scheme is easily incorporated in a batch-fab
rication process.

(3) Clamping is accomplished with very little increase in the
area of an array in contrast to that needed for on-chip coils.

(4) No static power is needed for the clamped devices.
FABRICATION 

Both the coil-driven and the electrostatically addressed 
microactuators are constructed in a batch-fabrication process, as 
shown in Fig. 6, that combines ferromagnetic materials, nickel and 
nickel iron, and conventional silicon-process materials, single crys
tal-silicon, silicon nitride, phosphorus-doped silicon dioxide (PSG), 
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and polycrystalline silicon (polysilicon). The ferromagnetic materi
als are introduced as a last step following nearly all the conven

tional IC processing. 

The fabrication process begins with an n-type silicon wafer 

(p = 10 0-cm) which will be used as the ground plane. Although 

not done in this process, we could have, at this point, formed 

heavily-doped regions on the surface of the wafer to act as clamp
ing counter electrodes. A 2.0 µm-thick layer of LPCVD silicon

rich, low-stress silicon nitride is deposited on the wafer surface to 

form the insulating layer. The clamping voltage can be reduced by 

thinning the nitride layer, with the limit that it must be thick enough 

to survive the prolonged hydrofluoric acid (HF) release etch which 

slowly attacks silicon nitride. A 2.0 µm-thick layer of LPCVD PSG 

is deposited to form the sacrificial layer. 

The first photolithography step defines holes through the PSG 

layer which will serve as insulated anchor positions for the micro

actuator. After stripping the first photoresist mask, a second lithog

raphy step defines holes through both the PSG and the silicon 

nitride layer so that electrical contact can be made to the substrate. 

After stripping the resist, a brief etch in HF is used to remove any 

native oxide and a 2.0 µm-thick layer of LPCVD polysilicon (605 

°C) is deposited to be used as the structural layer. After a 0.5 µm

thick layer of LPCVD PSG is deposited on top of the polysilicon, 

the wafer is annealed in nitrogen at 1000 C for one hour to dope the 

polysilicon layer with phosphorus from the PSG and to reduce 

residual stress in the polysilicon film. A third lithography step 

defines the top PSG layer with the pattern for the mechanical struc

ture. After the resist is stripped, the top layer of patterned PSG acts 
as a mask during a reactive-ion etch that selectively etches through 

the polysilicon layer until it stops on the PSG sacrificial layer. The 

top PSG layer is then removed in a wet HF etch that also attacks the 
revealed sacrificial layer and undercuts the polysilicon microstruc

ture by about 0.5 µm (Fig. 6a). 

A 0.1 µm-thick layer of NiFe is sputter deposited to form the 

electroplating seed layer. Since sputtering deposits material in 

many directions, some NiFe is deposited underneath the undercut 

polysilicon layer (Fig. 6b). The fourth and final lithography step 

defines a 4.0 µm-thick resist plating mask, which must be thick 

enough to cover the step from the sacrificial-PSG layer to the struc

tural-polysilicon layer (Fig. c). If the mask is too thin, spurious 

hemispherical electrodeposits will form where the electric field 

breaks down the resist, particularly at the comers of the polysilicon 

structure where the electric field is concentrated. The plating mask 

is defined 50 µm beyond the edge of the polysilicon plate on three 

edges (the far end and 90% of the way back along the sides toward 

the torsional bars). A significant overexposure is required to 

develop and remove the resist fully from underneath the polysilicon 

overhang. 

Nickel is next electroplated onto the exposed areas of the 
seed layer, covering the top, the side, and underneath the polysili

con overhang (Fig. 6d). Thus, the ferromagnetic material is formed 

in a shape that essentially grasps the polysilicon layer and thereby 

achieves a good mechanical bond, which is helpful because nickel 
does not adhere well to polysilicon. We have found that adhesion 

layers, such as chrome and titanium, do not perform satisfactorily 

when exposed to a prolonged HF release etch. After the resist plat

ing mask is stripped, the excess seed layer is removed by sputter 

etching (Fig. 6e), and the wafer is placed in a prolonged HF etch 
that removes the PSG sacrificial layer (Fig. 6f) (30 minutes for the 

devices shown in Fig. 2). A supercritical carbon dioxide drying 

technique is used to prevent the microstructures from sticking to the 

substrate after the release step [8]. 

CONCLUSIONS 

We have shown that ferromagnetic microactuators with tor

sional-polysilicon flexures, capable of very large out-of-plane dis

placements (> 1 mm), can be individually controlled with 

integrated coils or individually addressed by clamping with electro

static forces. Individual prototype-torsional devices are shown to be 

deflected 45° out of the plane of the wafer, by the magnetic field 

generated when a current of 500 mA flows through a 10-tum coil 

integrated around each device. Individual prototype-torsional 

devices, fabricated on a dielectric coated ground plane, can be elec

trostatically clamped in place using 5 V address potentials when an 

off-chip magnetic field of 10 kNm is applied. This field torques 

unaddressed structures roughly into a perpendicular position. We 

have also shown that ferromagnetic films can be compatibly inte

grated with silicon-based materials and processes into a batch-fab

rication process with good adhesion results using an under-etch 

technique to hold the films to the polysilicon layers. By accounting 

for the coercivity of the ferromagnetic material, the agreement of 

the static-deflection model with experimental results is improved, 

particularly at low magnetic fields. A model predicting the dynamic 

mechanical behavior of these devices has been developed which 

agrees quite well with experimentally measured frequency 

responses. An important application area for individually controlla
ble ferromagnetic microactuators with polycrystalline silicon tor

sion-bar flexures is to microphotonic applications, such as optical 

scanners, displays, and switches. 
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FOR ACTUATED MIRROR ARRAY APPLICATION 
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ABSTRACT 

For a projection display application, we have developed a piezoelectrically actuated array of cantilevers whose facets can accurately be controlled for a desired gray level. A 40x40 cantilever array with a pixel size of lOOxlOO µm2 has been fabricated, and a piezoelectric ZnO thin film (in spite of its relatively low d3 i) is successfully used to produce 0.116°/V vertical deflection of the cantilever. In the fabrication processing, we have discovered that many materials have their unique critical HF concentration below which there is no etching by vapor HF, and successfully used vapor HF to release cantilevers with a very high yield and a processing simplicity. 

INTRODUCTION 

In the digital mirror array [1] and the grating light valves [2] for a projection display application, individual mirror elements are deformed or tilted electrostatically. The control of mirror positions in those devices is basically bistable in that the mirror elements are tilted or deformed into either one of two stable positions. Consequently, the gray scale control inherently requires high speed digital circuitry. Moreover, since the mirror elements are constantly banged into the substrate during the operations, long-term reliability may suffer due to in-operation stiction. On the other hand, a piezoelectric actuation of mirror elements allows us to have linear control of the mirror tilting, and the gray scale control becomes very simple. Also, the mirror elements formed by surface micromachining never have to touch the substrate during operation, and the in-operation stiction is not a concern. We have fabricated an array of piezolectrically actuated cantilevers for a projection display system illustrated in Fig. 1. In the system, the piezoelectrically actuated cantilevers are individually tilted for an image formation through a light modulation technique shown in Fig. 2. With bulk piezo-ceramics (PLZT), a 200 x 400 array of mirror elements was demonstrated to show high light throughput efficiency [3]. A ferroelectric PZT film has large piezoelectric constant (e.g., d31 ), and can advantageously be used to actuate microstructures. However, PZT thin film lacks a track record up to now. While sputter deposition of PZT requires very tight process control for repeatable quality of PZT films, sol-gel PZT typically has large residual stress. In contrast, a piezoelectric ZnO thin film has been extensively used in commercial SAW filters for TV's IF filters (tens of million 

devices per year), and has been proven to be reliable and reproducible (i.e., the ZnO properties are well controlled). 

DM#2 

Lens DM: Dichroic Mirror 
� Stop AA: Actuators' Array 
"m" Projection Lens

Figure 1. Conceptual picture of the projection display 
system using the piezoelectrically actuated mirror array. 

� II �\ II �ctuator �ctuator
a) No Tilting (100% passing) b) Tilting (50% passing)

Figure 2. The light modulation technique with a knife-edge
filter. 

Moreover, ZnO film (deposited by a rf magnetron sputtering) has been demonstrated to be compatible with a CMOS processing [4]. Though ZnO has relatively low piezoelectric constants, there are many actuator applications whose specifications can be met by ZnO film. After a careful calculation, we concluded that it is feasible to meet the specifications for an actuated mirror array application with ZnO film, and have successfully fabricated working arrays (40 x 40) of ZnO-actuated micro-cantilevers. 
THEORY AND DESIGN 

For a multi-layer cantilever actuated by a piezoelectric film, the neutral plane is typically designed to be at the bottom plane of the piezoelectric film in order to induce maximum bending stress in the piezoelectric film. For a large deflection, the cantilever should be designed as thin as 

0-9640024-1-8/hh1996/$20©1996TRF
DOI 10.31438/trf.hh1996.44

191 Solid-State Sensors, Actuators, and Microsystems Workshop
Hilton Head Island, South Carolina, June 2-6, 1996



possible. Consequently, we first set the thickness of each 
layer to its minimum thickness limited by a processing. 
Then, based on the thickness of each layer, we calculate the 
thickness of ZnO to make the neutral plane of the cantilever 
coincide with the bottom surface of the ZnO layer. The cross 
section of our cantilever viewed from the free end is shown in 
Fig. 3. The requirement that the net axial force on the neutral 
plane be zero gives the following equation: 

(1) 

Neutral Plane 

Top Al Electrode(Alt) 
ZnO Film(ZnO) 
SOGlll(SOG) 

Bottom Al Electrode(Alb) 
Si3N4 Film(SIN) 

Figure 3. The cross-sectional view of a typical cantilever 
employed in our mirror array. 

where E;, R, and M; are the elastic modulus of a layer i, the 
bending curvature and the cross section area of a layer i,
respectively. For the multi-layer beam in Fig. 3, we can 
derive the following equation for the ZnO thickness U2n0 ): 

where 

(2) 

a=E2noW2no

b = 2EAIWAittAlt (3) 

c = E Al W A1rd1t -EsoG W soGt]oG 

-EAlwAlb[(tAlb + tsoG)
2 

-t]oG]- EsiNWSiN
x[(tAlb + tsoG + ts;N )

2 
-(tAlb + tsOG)

2
]

where Wi, and ti are the width and the thickness of a layer i,
respectively. 
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�I 
P3

Figure 4. ( a) A segment of the cantilever along the length 
direction is shown to produce a piezoelectric strain under an 
applied voltage. The shown strain is for the case where the 
layers are not attached to each other. (b) The piezoelectric 
strain for the real case (where all the layers are attached to 
each other) can be equivalently modeled using forces applied 
to the layers as shown. 

As illustrated in Fig. 4, calculation of the deflection 
and tip displacement of ZnO-actuated cantilever can be treated 
as a pure bending with the momentum M* and moment of 
inertia /* [5]. The force densities (P in Ntm2) must satisfy 
the following equations: 

(4) 

where E is an applied electric field across ZnO film; and Si° , 

s; and s; are the effective cross-section areas defined by: 

Thus, M* and I* can be obtained by following equations: 

• P1 2 P2 2 
M =-n2 W2not2no +-{n3WsoGtso G 

2 2 

(5) 

+n1 WA1b[( tA1b + tsoGl - t]oG] (6) 

+Ws;N[(tAlb + ts;N + tsoG)
2 

-( tAlb + tsoG)
2
]

-n1WAlt[(tAlt +t2no)
2 

-tio]}

l*=.!..{n2 W2notbio +n1WA1t[(tA1t +t2nol-tbio]
3 

+n3 W so GtJoG + n1 W Alb [ (t SOG + t Alb )
3 

- tJoG]

+Ws;N[(tAlb + ts;N + tsoGi - ( tsoG + tA1b)
3
]} (7)

But the deflection curvature of the cantilever bending (1/R) is 

(8) 

For a cantilever array shown in Fig. 8, the cantilever 
deflection angle 0 and the tip displacement Ay are: 

{ 0=!:i 
R (9) 

Ay = R(l-cos0) + (L- £..)sin 0

where L and L 1 are the whole cantilever length and the 
portion of L that is covered by the ZnO, respectively. 

For a cantilever with L = 150 µm and L1 = 70 µm, the 
deflection 0 and the tip displacement Ay are calculated to be 
0.06 °/V and 0.12 µm/V, respectively. 

The fundamental resonant frequency of the cantilever 
can be estimated by the following equation: 
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= 1.875

2 ✓
(
EI
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r 2nl2 pA elf 

(10) 

where l, E, I, p and A are the length, the elastic modulus, the 
moment of inertia, the density and the cross-section area of 
composite cantilever, respectively. We typically design fr to 
be about 150 kHz, much higher than the operation frequency. 

DEVICE FABRICATION 

A 40x40 array of ZnO actuated cantilevers (shown 
in Figs. 6 and 7) is fabricated on a silicon wafer with the 
fabrication steps illustrated in Fig. 5. The following is a 
brief description of the 7-mask process. After depositing 
Si3N4 for an electrical isolation, a doped LPCVD polysilicon 
is deposited and patterned for connecting bottom electrodes. 
A sacrificial layer of Spin-On-Glass (SOG) is then spin
coated and cured in two steps (at 400 •c for 20 min. and then 
850 •c for one hour). Two types of SOG (SOG311 and 
SOG511 from Accuglass) are used as sacrificial layers for the 
thicknesses of 0.5 µm and 1 µm. After patterning the SOG 
for the anchor area, a cantilever supporting layer of 1300 A 
thick low stress LPCVD SixNy is deposited. After patterning 
the silicon nitride with an RIE for an electrical feedthrough 
window, a 1000 A thick Al film is deposited by evaporation 
for the bottom electrode. Additional layer of 3000 A thick Al 
is deposited for a step coverage. After spin coating a 1800 A 
thick SOG (SOG 111) for an electrical isolation, 4500 A thick 
ZnO film is sputter-deposited. In a certain HF concentration, 
the lateral etch of ZnO by vapor HF is very slow, and the 
SOG 111 can be patterned by vapor HF using the same 
photolithography that is used to pattern the ZnO so that we 
save one photolithographic step. Finally 800 A thick Al is 
evaporated, and used as the top electrode, the reflective 
surface and the etch mask during the etch channel formation 
and removal of the sacrificial layer. The perspective view of 
the cantilever element is shown in Fig. 8. 

� 
(c) (d) 

P(l 11) P 111 

(e) (f) 

0 Si Wafer [Z2J SOGlll c:J SOG511 

NWlf'i Low Stress Nrtride - ZnO - Al 

1li1li!I stoichiometric Nitride 1111 Polysilicon 
Figure 5. Fabrication process of the cantilever array (cross
sectional views across A-A' in Fig.6). 

Figure 6. Photograph of close-up top view of the 
piezoelectrically-actuated cantilever array for a projection 
display. Each pixel occupies JOO x JOO µm,2 area. 

Figure 7. Photograph of the part of the fabricated 40 x 40 
array of the piezoelectric cantilevers. 

Mirror Plane 

Figure 8. Perspective view of the cantilever array. 

Vapor HF is used to release the cantilever. We have 
discovered that many materials have their unique critical HF 
concentration below which there is no etching by vapor HF. 
The critical HF concentration varies depending on a type of a 
material. As we can see in Fig. 9, Al is rarely etched at a 
sufficiently diluted vapor HF (i.e., 75 ml/min : 6 ml/min of 
N2 : HF), while SOG is still highly etched. Thus, with that 
HF concentration, bare 800A thick Al can be used as an etch 
mask during etching SOG to release cantilevers. This 
discovery has led us to a simpler processing with a higher 
yield. Specifically the delineation of the top electrode and 
the etch channel can be performed with one mask: this allows 
us to save one troublesome step of photoresist strip after the 
cantilever release. Also we do not have to reserve some 
margin for protecting Al during cantilever release, and the 
surface coverage of the reflective surface can be increased. 
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Figure 9. Etch rates of Al and SOG in vapor HF. 

EXPERIMENTAL RESULTS AND 

DISCUSSION 

The tip displacement of cantilever by an electrical 
input is measured with a laser interferometer. In order to 
distinguish piezoelectric response from thermal response, an 
electrical input of an unbiased square wave is applied to the 
cantilever, and a displacement response of a square-wave form 
is obtained from 0.1 Hz to as high as 25 kHz. The cantilever 
tips are observed to deflect about 0.19 µm/V vertically in 
piezoelectric response to a lOV p-to-p square wave of 10 Hz. 
Due to the relative high resistance of each cantilever element 
(above 100 M .Q), the thermal deflection is about 2 or 3 
orders of magnitude smaller than the piezoelectrical response 
according to our theoretical calculations and experimental 
measurements. Therefore there is no thermal-enhanced 
deflection in our cantilevers, unlike those reported earlier [6]. 
A piezoelectric response of cantilever to a lOV zero-to-peak 
square wave input at 50Hz is shown in Figure 10. 
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Figure 10. The cantilever-tip displacement (CH2) for a 50 
Hz, IO Vzero-to-peak square wave input (CHI). 

Due to the relative narrow air gap underneath the 
cantilever, the air damping can reduce the vibrational 
amplitude of the cantilever significantly. For a cantilever 
with about 1 µm air gap, the vibrational amplitude in the 
upward direction is observed to be almost twice larger than 

that in the downward direction. Indeed the frequency 
response of the cantilevers is dominated by the air gap 
distance which is determined by the thickness of the 
sacrificial layer. Typical frequency responses to a square 
wave with a 5V amplitude are shown in Figs. 11 and 12 for 
the cantilevers with the air gap of about 0.5 µm and 1 µm, 
respectively. If the cantilevers are initially deflected about 
30°, the roll-off frequency can be as high as 10 kHz as shown 
in Fig. 13. Thus, the thickness of the sacrificial layer can be 
a design parameter to control the response time of the 
cantilever deflection . 
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Figure 11. Frequency response of tip displacement of the 
cantilever with a 0.5 µm high air gap. 
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Figure 12. Frequency response of tip displacement of the 
cantilever with a 1 µm high air gap. 
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Figure 13. Frequency response of tip displacement of the 
cantilever that is initially bent up about 30 °. 
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Figure 14. The resistance of ZnO and thin SOG on a row of 
40 cantilevers as a function of the magnitude of a 8 Hz square 
wave. 

The cantilevei:- has been observed to deflect linearly in 
the range of 1 - 10 V applied voltage. 

The resistivity of ZnO film in the cantilever has been 
observed to change due to moisture as confirmed by the data 
shown in Fig. 14. The data marked with (1) in Fig. 14 are for 
the devices that have gone through the vapor HF release step, 
and show sharp drops of the ZnO resistance when the 
magnitude of the electrical input (8 Hz square wave) is higher 
than 3 Vpeak-to-peak· With a post-processing baking of the 
devices at 80 •c for 2 hours, the resistance drop is non 
existing even with more than 20 V p-to-p input, as can be 

seen in the data marked (2) in Fig. 14. The devices exposed 
to ambient moisture for about one week shows their ZnO 
resistance dropping sharply with 8 V p-to-p input (see (3) in 

Fig. 15). Unless the ZnO is permanently damaged by too 
much current, the resistance drops due to moisture can be 
reversed with baking at 80 ·c.

CONCLUSION 

We have demonstrated feasibility of piezoelectric 
ZnO-actuated cantilevers for a projection display application. 
A complete fabrication processing for the cantilever arrays 
has successfully been developed, and used to fabricate 
working arrays of cantilevers (each array consisting of 40 x 
40 cantilevers). Relatively large piezoelectric responses 
with good linearity have been observed. 
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TUNABLE IR FILTERS WITH INTEGRAL ELECTROMAGNETIC ACTUATORS 

T.R. Ohnstein, J.D. Zook, and H.B. French 
Honeywell Inc., Honeywell Technology Center 

Plymouth, Minnesota 55441 

ABSTRACT 

Tunable IR filters with integral electromagnetic drive 
actuators have been fabricated using the MEMS LIGA process at 
the University of Wisconsin. Two types of actuators with IR 
filter loads have been demonstrated: a single-pole solenoid-type 
actuator and a three-phase electromagnetic stepper motor drive. 
The IR filters were designed for a tunable range from 8 to 32 µm. 
The filter and actuator structures are fabricated from electroplated 
permalloy. Measurements of the magnetic properties of the 
permalloy show it to be a soft magnetic material with low 
coercive force (0.3 Oe) and high permeability (-65,000). An IR 
filter structure with a large displacement stepper motor has been 
demonstrated. The bi-directional stepper motor had a total 
travel of 1.7 mm with an average force per step of 2.4 mN (basic 
step size of 25 µm) at a drive current of 45 mA per phase. This is 
the first demonstration of a MEMS linear electromagnetic 
stepping motor. 

INTRODUCTION 

Honeywell and the University of Wisconsin are 
developing microelectromechanical tunable IR filters for IR 
spectral analysis. The filters and integral actuators are 
fabricated by the MEMS LIGA process for making high-aspect
ratio metallic microstructures [1]. These devices will be the key 
elements in compact gas analyzers for applications in industrial 
process control and environmental monitoring. The tunable IR 
filter (Figure 1) is a mechanically deformable structure 
consisting of an array of parallel metal plates joined by spring 
flexures and driven by an integral linear actuator [2]. The plates 
form an array of identical waveguides whose transmittance 
properties can be varied by changing the spacing between them 
(Figures 2 and 3). The filter concept has been verified 
theoretically and demonstrated with IR filters fabricated with 
fixed dimension filter plate spacings [2,3]. The present paper 
describes the design, fabrication, and performance of the 
integral actuators used for tuning the filters, including the first 
working MEMS electromagnetic stepping motors (Figure 4). 

ACTUATOR DESIGN 

Tunable IR filters with two types of integral 
electromagnetic actuators have now been fabricated and 
demonstrated with tunable filter loads. Solenoid-type linear 
actuators, which have been used to drive spring-loaded 
microstructures and reported previously [1,2], have now been 
integrated with a tunable filter load. An electromagnetic stepper 
motor drive with an integral tunable filter has also been 
demonstrated with greater travel for filter tuning range and 
improved position control over the single-pole, solenoid-type 
actuator. The overall size of the filter and actuator structures 
ranges from 6 x 6 mm to 6 x 12 mm (Figure 4). The active area 
of the filters ranges from I x I mm to 2.5 x 2.5 mm (Figure 4). 
Filters have been fabricated with a wavelength cutoff range from 

H. Gockel, T. Earles, J. Klein,
and P. Mangat 

University of Wisconsin Center for Applied 
Microelectronics 

Madison, Wisconsin 53706 

Stators-

C960243-04 

Figure 1. Tunable IR filter with integral stepping motor. 

The slider and tunable filter are electroplated from the same 

L/GA mask and assembled onto the stator and mounting posts 

fixed to the substrate. The electromagnets are assembled into 

the stators after the coils are wound. 

8 to 32 µm. The filter structures with integral slider and spring 
supports are electro-plated onto a sacrificial layer, released, and 
assembled onto a substrate having magnetic pole faces and 
attachment posts (Figure 4). The mandrels for the 
electromagnets are plated separately, coils wound with copper 
magnet wire, and mounted with teeth that fit precisely into slots 
in the stators as shown in Figure 1. All the filter and actuator 
structures are fabricated using the MEMS LIGA process and are 
made of electroplated permalloy (approximately 78% Ni, 22% 
Fe). 

The MEMS stepping motors are based on rotary switched
reluctance (SR) stepping motors that have well-known design 
principles (4,5,6]. In a linear motor, the rotor is replaced by a 
toothed slider that is coplanar with three identically toothed 
stators. In Figure 1, the teeth of stator A are aligned with the 
slider teeth, and stators B and C are displaced by one-third of a 
tooth period. The aligned position is the stable equilibrium 
position, meaning there is no force when A is energized. This 
is also the maximum inductance position for coil A. When the 
coil B current is also turned on, stator B pulls the slider to the 
right. When current A is then turned off the slider teeth align 
with stator B. Thus sequential currents in coils A, B, and C drive 
the slider to the right by one tooth period for each drive cycle. 
Maximum slider displacement occurs when the magnetic 
holding force of one stator equals the restoring force of the 
support springs and filter load. 
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Figure 2. SEM photograph of tunable IR filter. The active 

filter area is in the center section with supporting spring 

flexures at each side. The active area is I by Imm (with filter in  

fully compressed position). 

The stepper motor designs have 30-µm teeth and 45-µm 

spaces, with 10 teeth per stator and a basic step size of 25 µm 

per phase. By energizing pairs of coils, the step size can be 

reduced to 12.5 µm. 

The chosen tooth shape is based on large machines whose 

design is well established on the basis of modeling as well as 

empirical design rules [7]. The gaps between the slider and 

stator were nominally 2 µm, also scaled down from the large 

machines. Magnetic finite element modeling (FEM) was used to  

verify the baseline design and provide a basis o f  comparison 

with experiment. The two-dimensional model included two 

teeth from the stator, four from the slider, and a flux closure 

path. Magnetic fields were calculated for 16 different positions 

of the slider with respect to the stator, from the completely 

aligned case to the completely misaligned case. The force is  

equal to the change in stored magnetic field energy between 

positions, divided by the displacement. 

Figure 3. Enlarged view of filter spring flexures that join the 

filter plates at the sides of the active filter area. 

In the baseline model for the stator and slider the 

nonlinear B-H relationship used was based on preliminary 

measurements of the permalloy properties. The B-H curve had a 

relative permeability of 2700 and a saturation magnetization B
5 

of IT. 

Figure 5 shows the calculated force for six current (I) drive 

levels, from I to 32 ampere-turns in binary steps, for an 

electroplated permalloy thickness of 100 µm. The force is zero 

from symmetry considerations at both the aligned (stable) and 

misaligned (unstable) positions. For a linear material, each 

curve would have the same shape and an amplitude that scales as 

1
2

. 

Figure 4. SEM photograph of an assembled IR tunable filter with a three-phase electromagnetic stepper motor drive. The Jilter, 

slider, and suspension spring structure is fabricated separately from the fixed substrate structures, mounting posts, and 

electromagnetic drive pole pieces. The drive coils (not shown) assembled in this photograph are mounted onto the pole pieces. 
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Figure 5. FEM calculation of the magnetic force as a function 
of slider position for six different cu"ent levels. The force is 
calculated from the change in magnetic field energy between two 
adjacent positions. 

The actual curves change shape and bunch together with 
increasing current because of magnetic saturation. The 
maximum force that can be produced with this design and 
material parameters is about 300 µN/tooth. The mean force at 
high drive levels is about 200 µN/tooth or 4 mN/stator (for 20 
teeth per stator). 

Figure 6 illustrates the effects of changes in material 
properties and dimensions. The curves show the result of (1) 
increasing the gap to 5 µm (to reduce material saturation 
effects); (2) increasing the material permeability to 15000 
(either by annealing or composition changes); (3) increasing 
Bs to 1.5 Teslas (by composition changes); and (4) using 45-

µm-wide teeth separated by 30 µm (for easier assembly). Figure 
6 shows the calculated mean force per tooth between the aligned 
and misaligned positions plotted against the current drive level. 
Increasing the gap or the tooth width gives less force than the 
baseline case, while increasing the permeability has virtually 
no effect except at low drive levels (before material saturation 
sets in), and increasing B5 increases the limiting force as Bs2. 

Bs would increase with iron content in the alloy [8] at the risk 

of a tradeoff in mechanical properties of the structures with a 
change in the alloy. 

MATERIAL CHARACTERIZATION 

To measure the magnetic properties of the electroplated 
permalloy, toroid test structures (1.7 mm ID., 2.5 mm OD.) were 
fabricated along with the filter structures. The toroids were 
wound with a primary winding of 15 turns and a secondary 
winding of 30 turns, using 43-A WG wire. A known, time
varying current (proportional to H) is applied to the primary, 
while measuring the voltage (proportional to dB/dt) across the 
secondary. 

At present the primary is driven with a 10-Hz triangular 
current waveform that extends into saturation. The very small 
cross-sectional area of the toroid produces a very small 
secondary voltage at this frequency, requiring a high-gain, low
noise, low-offset instrumentation amplifier. Integration of the 
voltage vs. time is done in software. The ascending and 
descending ramp waveforms are averaged before integrating, and 
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Figure 6. Calculated average force as a function of current for 
various changes in the assumptions of the model. 

the offset voltage is chosen to make the slope of the B-H curve 
zero in saturation. The currents and voltages are converted to H 
and B using the physical dimensions of the toroid, the number 
of windings, the gain in the electronics, and the drive frequency. 
Using this procedure the B-H curve shown in Figure 7 was 
obtained for the permalloy toroid. A maximum permeability of 
about 65,000, a saturation magnetization of about 9 kG (0.9 
Teslas), and a coercivity of about 0.3 Oe were derived from this 
curve. These values are all of the same magnitude as, but 
somewhat poorer than, those expected for 78 Permalloy 
(100,000, 10.8 kG and 0.05 Oe) [8]. 

The effective Young's modulus and mechanical fatigue 
properties of permalloy are being measured using the test 
structure shown in Figure 8. It consists of a horseshoe 
electromagnet and a cantilever arm that is deflected toward the 
pole face when the drive coil is energized. The resonant 
frequency is easily measured with a gain/phase analyzer and i s  
quite consistent from sample to  sample at 20,100 Hz, indicating 
a Young's modulus of 1.5 x 105 MPa, a little lower than the bulk 
value for permalloy. A circuit is being designed to drive the 
cantilever continuously to test the fatigue properties of the 
material as a function of strain amplitude. Indications to date 
are that electroplated permalloy is an excellent spring material 

[2]. 

ACTUATOR PERFORMANCE 

Tunable IR filters with two types of integral 
electromagnetic actuators have now been fabricated: single-pole 
electromagnetic drives and three-phase electromagnetic stepper 
motors. The filter design in Figures 2 and 3 has been driven in 
resonance with a single-pole actuator with a total displacement 
of 250 µm. The three-phase stepper shown in Figure 4 has been 
driven the full amplitude (1 mm) in one direction. Displacement 
in the other direction has been limited so far to 0.7 mm, 
apparently because of twisting of the flexures that cause them to 
hang up on the fixed parts. The twisting may be due to small 
variations in thickness of the permalloy springs. 

Preliminary electrical measurements of the average 
actuator force during a step have been performed following the 
procedure used for large stepping and SR motors [9]. The 
inductance of an individual drive coil is measured as a function 
of de drive current while the slider is held in a fixed position. 
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Figure 7. Measured B-H characteristics for an electroplated 
pennalloy toroid. The average of many loops was taken and the 
voltage and current data were adjusted to make the curve 
symmetric. 

The integral of the inductance with respect to current gives 
the flux linkage as a function of current. Integrating again with 
respect to current gives the energy stored in the magnetic field. 

The measurements and integrations are performed for the 
slider in the aligned and unaligned positions for each individual 
drive coil. The difference in the two energies then gives the 
average drive force as a function of current (as shown in Figure 6 
above) for the model. The procedure gave different force curves 
for each of the three coils, but the average force per step at the 
maximum test current of 45 mA was 2.4 mN. This value is in 
close agreement with the FEM analysis when the number of 
teeth and material thickness are considered. As fabrication 
imperfections in the stepping motor are eliminated, its output 
force will approach the design value of 4 mN/step and be more 
than adequate to drive the tunable filters, which are designed to 
have force constants of  1 mN/mm or less. 

CONCLUSIONS 

Tunable IR filter structures with integral electromagnetic 
drive actuators have been fabricated and demonstrated. A single 
pole, solenoid-type actuator and a three-phase electromagnetic 
stepper motor drive have been demonstrated with tunable IR 
filter loads. The IR filters were designed for a tunable range from 
8 to 32 µm. The filter and actuator structures are fabricated with 
the MEMS LIGA process using electroplated permalloy. 
Measurements of the magnetic properties of the permalloy show 
it to be a soft magnetic material with low coercive force (0.3 Oe) 
and high permeability (-65,000). An IR filter with a large 
travel electromagnetic stepper motor drive was demonstrated. 
The bi-directional stepper motor had a total travel range of 1. 7 
mm with an average force per step of 2.4 mN at a drive current of 
45mA. A characterization of the transmission properties of the 
tunable IR filters has started as the next step in the development 
of the filters. 
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ABSTRACT 

Over the past dozen years, thermal inkjet (TIJ) pens have 
become one of the largest businesses based on micromachining 
technology. The basic functioning of an inkjet pen is discussed and 
four generations of mircostructures from the leading manufacturer 
are examined. Future trends are analyzed including nozzle count and 
drop volume. 

INTRODUCTION 

Before discussing the evolution of the TIJ microstructures, a 
discussion of the basics of the firing mechanism common to all of 
them is in order. A two-dimensional view of the firing sequence can 
be seen in Figure 1. These plots come from computational fluid 
dynamics simulations of the original TIJ architecture . 

. /1 
.. /lT:ll! 

it:::::::::::,'"lls� 
Figure 1 a. TIJ firing sequence at five microseconds 

Firing begins with an electrical pulse sent to a thin-film heater 
at the base of a chamber filled with ink. The pulse is typically only a 
few microseconds long, but superheats a thin boundary layer of ink 
to approximately 250°C . 

. . -:::::::::::::: 
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Figure 1 b. TD firing sequence at fifteen microseconds 

This causes homogeneous or nearly homogeneous boiling 
across the surface of the heater. This bubble is referred to as a "drive 
bubble" since it pushes the ink out of the chamber. After five 
microseconds, the pulse is complete and the bubble has partially 
formed and has begun to expel ink out of the orifice. Some ink is also 
pushed out of the refill channels, but geometries are constructed to 
minimize this. At fifteen microseconds (figure lb), the bubble has 
fully formed and the droplet is being ejected. The tail of the drop has 
not yet separated. Figure 1 c shows the collapse of the bubble and the 
beginning of the refill process at 24 microseconds. The collapse of 
the bubble cause a tremendous pressure pulse on the thin films due 
to the implosion or cavitation of the bubble. Depending on the 
geometry of the chamber, an additional 25-50 microseconds are 
necessary to let the chamber refill and the orifice meniscus settle into 
a stable position. 

Figure 1 c. TJJ firing sequence at twenty-four microseconds. 

Figure 2 shows the effect of changing the firing frequency on 
an inkjet pen. For low frequencies, the firing is completed and the ink 
has settled back to the equilibrium position for the meniscus. As the 
frequency is raised, the drop volume decreases because the meniscus 
is below the equilibrium position. 

Billloclal Opo,atiu 

Figure 2. Drop weight versus frequency curve 
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Further increase in the frequency actually raises the drop 
volume because the firing is occurring while the meniscus is bulging 
outward. Frequencies above this value decrease the drop volume as 
there is more encroachment into the refill process. 

TIJl.O 

The first drop-on-demand thermal inkjet pen was successfully 
commercialized in 1984. It required the merging of several 
technologies including thin film processing, electroforming and 
fluidic interconnection. 

SiO2 Barrier Resistor 

Glass Substrate 

Figure 3. TJJ 1.0 thin-film cross-section. 

A cross-section of the TIJ 1.0 firing chamber can be seen in 
figure 3. The glass substrate was chosen because it was easily 
available from another LED fabrication group at the same site and it 
was thought that silicon would be too expensive. In retrospect, the 
wide use of silicon substrates and the optimization of equipment for 
them outweighed the initial cost difference. Despite an insulating 
substrate, a silicon dioxide layer was sputtered on the glass plate to 
avoid diffusion of sodium impurities into the metal films which 
reduced reliability. The resistor heater which is pulsed to fire the pen 
is made from a sputtered tantalum-aluminum alloy (TaAl). This 
binary mixture has the unique property of having a nearly zero 
temperature coefficient of resistance (TCR). This is an important 
feature to ensure uniform energy delivery during the rapid heating to 
several hundred degrees Centigrade during a firing event. The 
resistors are connected to bonding pads with a conventional 
aluminum alloy. The bonding pads have a thin nickel diffusion barrier 
and a gold bonding surface. 

The dielectric passivation layer over the heater area protects 
the metals from the corrosive mixture of ink and high temperature. 
Silicon carbide provides excellent chemical resistance in this 
environment, but as a semiconductor it provides an electrical leakage 
path at higher temperatures. The solution was a dual film dielectric 
of silicon nitride for electrical isolation and silicon carbide for 
chemical inertness. The films are deposited sequentially in a 
plasma-enhanced chemical vapor deposition system (PECVD). 

Once the thin film structure is completed, the electroformed 
nickel orifice plate is attached with a polyimide layer. The orifice 
plate not only defines the bore for the ejected drop, it also creates 
barriers between adjacent nozzles to reduce hydraulic crosstalk. A 
SEM photograph of the TIJ 1.0 orifice plate can be seen in figure 4. 

A typical alphanumeric character produced by the 96 dot per 
inch (dpi) ThinkJet printer can be seen in figure 5. 

Figure 5. 96 dpi TJJ 1.0 character. 

TIJ2.0 

The first entry into the color inkjet market came in 1987. An 
enhanced monochrome pen was also introduced. This new family 
was called TIJ 2.0 and several innovations were present. 

-
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Figure 6. TJJ 2.0 thin-film cross section 
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Figure 7. TIJ 2. 0 firing chamber without orifice plate. 

In the thin film arena, the substrate is a silicon wafer to take 
advantage of the equipment set and processing knowledge available. 
A layer of tantalum is present on top of the passivation to withstand 
the impact of the cavitation when the drive bubble collapses. The 
toughness of the tantalum provided more than an order of magnitude 
improvement in the number of cycles the printhead can withstand. 
Firing chambers can now be shaped into more sophisticated 
geometries through the use of a photo-imageable polymer layer 
(figure 7). The nickel orifice plate is still used, but it defines only the 
bore instead of the entire chamber. 

Figure 8. Orifice plate fabrication. 

The process of creating the orifice plate is also unique in that 
it involves electroforming nickel on a stainless steel substrate called 
a mandrel that has patterned PECVD silicon nitride "buttons". The 
converging nozzle shape is created by the isotropic growth of the 
nickel film while the exit bore is determined by the amount of 
overplating onto the top of the nitride disc (figure 8). 

As in the TIJ 1.0 process, ink feeds through the chip via a slot 
created by an abrasive sand drill. The rough edge created by the 
drilling process can be seen in the foreground offigure 7. Print quality 
improves dramatically when 300 dpi architectures are employed 
(figure 9). 

Figure 9. 300 dpi TIJ 2.0 character 

TIJ2.5 

As the number and density of nozzles rose, it became 
increasingly difficult to interconnect the pen to the printer. Previous 
generations required a separate pad for each firing resistor. When this 
was no longer practical, a three mask NMOS process was integrated 
into the printhead (figure 10 on next page).A row and column 
addressing scheme is used to select the resistor to be fired. This 
reduces the pad count by a factor of one over the square root of the 
number of pads needed in the direct drive scenario (figure 11). 

. 
,:, 

Figure 11. Row and column matrix addressing for TIJ 2.5 

While much of the thin film set is unchanged, evolution of the 
firing chamber architecture is taking place. Smaller, better defined 
drops emerge from TIJ 2.5 pens than their predecessors. 

Figure 12. TIJ 2. 5 drop ejection at thirty-five microseconds. 
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Figure 10. TIJ 2.5 thin-film cross section. 

TIJ3.0 

The current generation ofTIJ printheads utilizes TIJ 2.5 silicon 
but substitutes a laser ablated orifice in the flex circuit for the 
electroformed orifice. Laser ablation enables arrays of high density, 
high aspect ratio converging nozzles. For the first time, ink feeds over 
the sawed edge of the chip rather than through a drilled slot. This 
conserves expensive silicon die area. 

Figure 13. Laser ablated TIJ 3. 0 orifice. 

FUTURE TRENDS 

The thermal inkjet market continues to grow at an astounding 
rate as innovations are brought into manufacturing. It is interesting 
to project the path into the future for key metrics of inkjet 
performance. Two notable parameters are the drop weight and the 
total nozzles per pen (figures 14 and 15). Drop weight or volume is 
important because the focus of development is increasingly on image 
quality as opposed to print quality. Inkjet technology is beginning to 
move beyond text applications into photographic quality images. The 
threshold line on the graph represents the minimum drop that the 
human eye can perceive. While this line varies depending interactions 
of the ink, media, and printer, it is clear that inkjet is rapidly 
approaching this regime. For drop volumes below this line, 
photographic quality images are possible since the observer will not 
perceive individual dots. Nozzle density goes hand-in-hand with 
advancements in volume since the print engine must be able to place 
the smaller drops at the appropriate intervals. This metric is also on 
course in the advancement of the technology rising from 96 dpi in 
TIJ 1.0 to 600 dpi in the TIJ 3.0 family. 
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Figure 14. inkjet drop weight versus time. 

Total nozzle count has a pragmatic justification - as the drop 
volume decreases, the number and/or rate of firings must be increased 
to maintain the throughput of the printer (pages/minute). The rise in 
both nozzle count and firing frequency has enabled higher throughput 
despite the decreasing drop volume. 

\ Inkjet Nozzle Count Evolution I 
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Figure 15. inkjet nozzle count versus time. 

CONCLUSIONS 

While impressive progress has been made in thermal inkjet 
technology, the future is brighter still (figure 16 ). The competitive 
marketplace and wide acceptance of inkjet printing is driving 
innovation on many fronts. Ever higher levels of functionality, 
performance and speed are the expectations of a growing customer 
base. 
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Figure 16. Color Inkjet sales for 1994. 
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ABSTRACT 

Distributed measurement and control capability has been a 
primary goal for military and civil transportation, manufacturing, 

biomedical, environmental management, safety and security sys

tems. Microsensor networks, coupled with the high performance of 

compact computing systems, can provide powerful monitoring and 

control capability. However, the cost, volume, physical limitations, 

and installation requirements for cable interfaces has seriously hin

dered the development of distributed sensor networks with conven

tional technology. Specifically, while the cost of microsensors may 

be low, the infrastructure complexity for field deployment or incor

poration of sensors dominates the cost of a distributed sensor sys

tem. A wireless microsensor network offers the capability of rapid, 

low cost deployment and installation. Advances in integration are 

required to combine microsensors, analog mixed-signal systems, 

processors, and wireless communication. This paper presents new 

methods that provide diverse sensor capability, with new low 
power solutions for wireless sensor networks. 

INTRODUCTION 

New product opportunities and new system capabilities are 

enabled by the development of a low cost distributed Microelectro

mechanical Systems (MEMS) technology. The development and 

deployment of distributed monitoring and controls has been hin

dered in the past by the requirements of complex installation and 

communication network requirements. Conventional distributed 

sensors have required cable interface, and therefore, extensive mod

ification to structures and capitol equipment for their installation. In 

contrast, a wireless microsensor network may be distributed rapidly 

and without modification to large structures and systems. The wire

less network architecture allows LWIM nodes to be rapidly 

deployed in a broad spectrum of military applications ranging from 
battlefield perimeter security and shoreline reconnaissance to per

sonnel health monitoring. Wireless sensors may also be applied in 
areas where volume and mass constraints limit the application of 

conventional wireline interface sensors. In particular, LWIM nodes 

may be applied to rotating machinery for condition based mainte

nance without the complex slip-ring systems that would normally 

be required for a sensor electrical interface. 

A set of unique requirements exist for distributed wireless 

microsensor networks. The individual low cost sensor nodes must 

be 1) reconfigurable by their base station, 2) autonomous to permit 

local control of operation and power management, 3) self-monitor
ing for reliability, 4) power efficient for long term operation, and 5) 

must incorporate diverse sensor capability with highly capable 

microelectronics. 

LWIM intelligent node technology, based on commercial, 
low cost CMOS fabrication and bulk micromachining, has demon

strated capability for multiple sensors, electronic interfaces, con

trol, and communication on a single device. LWIM nodes are 
fabricated by the new CMOS Integrated Microsystems (CIMS) 

process. CIMS provides high sensitivity devices for vibration, 

acoustic signals, infrared radiation and other diverse signal sources. 
The central challenges for low cost, manufacturable, LWIM devices 

are the requirements for micropower operation and the complete 

integration of a CMOS RF transceiver. The CIMS process, 

micropower measurement, and micropower RF communication 

systems are described below. 

WIRELESS MICROSENSOR NETWORKS 

The wireless microsensor network architecture described 

here depends on micropower nodes operating with a single, micro

processor base station, (supplied by conventional power sources), 

and numerous distributed wireless microsensors. Network architec

ture and communication protocols are developed to exploit the 
asymmetry of distributed sensor communication. Specifically, most 

information flow is from the sensor nodes to the base station with 

substantially less flow in the form of commands to the sensor nodes 

from the base station. 

Typical applications may be optimally serviced by sensor net

works having local signal processing by sensor nodes. Thus, indi

vidual nodes may propagate measurements of battlefield 

environment, machine condition, or patient condition, periodically 

to the base station at low duty cycle. In particular, only upon an 

alarm condition will continuous data transmission be required. This 

method permits a base station to service a much larger network than 

would be possible for simple continuous communication with sen

sor node. In addition, low duty cycle operation, combined with 

proper power management, allows low power operation. Periodic 
updates of the network base station, by distributed network sensor 

nodes permits detection of changes in environmental or system 

operation. For example, individual sensor nodes may provide con

tinuous measurement of a vibration spectrum, while only transmit

ting the observation of a change in this spectrum. By exploiting the 

low duty cycle requirements for sensor communication, large effi
ciencies may be obtained in sensor node and base station operation. 

Remote programmability (enabled by including transmit and 

receive capability at each node) permits high data rate operation at 

any time that a request is made by the base station. 

Completely independent LWIM nodes must operate at micro
ampere current levels and low voltage. This allows long operating 
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life from compact battery systems. Alternatively, for some condi

tion based maintenance applications, with nodes mounted directly 

on a motor or drivetrain shaft, LWIM nodes may receive power by 

continuous or periodic reception of RF energy from a nearby power 

source via an inductive coupling. Typical low duty cycle, low data 

rate (10kbps) and short range (10 - 30m) communication permit 30 

µA average current for an LWIM node operating at 3V. A conven

tional Li coin cell provides this current level for greater than a 

three-year unattended operating life. 

WIRELESS MICROSENSOR FABRICATION 

Rapid reductions in the fabrication cost of CMOS digital cir

cuit technology, along with improvements in performance, provide 

motivation for the development of microsensor structures and mea

surement circuits in this technology. CMOS technology now con
veniently provides the embedded control and micropower digital 

systems needed for L WIM nodes. Challenges remain for low noise, 

micropower analog measurement and RF communication systems. 

Demonstrated micropower CMOS measurement systems [1] for 

MEMS devices will be described below. CIMS provides devices 

ranging from inertial to infrared,[2] and acoustic sensors in the 

same process (Figures 1, 2 and 3). CIMS combines commercial 

CMOS (post-processed after foundry-fabrication by XeF2 micro

machining)[3] with high performance bulk micromachined sensor 

and actuator structures (Figure 2 and 3) by flip chip bonding. 

Finally, micropower CMOS RF circuits (Figure 4) are being devel

oped for the wireless microsensor network. 

The CIMS process offers several advances over previous 

techniques. First, by separating the CMOS and bulk micromachin

ing processes, conventional low cost CMOS technology may be 

directly applied. This offers the system developer flexibility to 

update the circuit technology rapidly to exploit the most optimum 

processes that become available. In addition, the separation of 

CMOS and sensor element fabrication permits the introduction of 

novel materials, for example pyroelectric systems,[2] without dis
turbing critical CMOS processing. 

High performance accelerometers are implemented in surface 

and bulk micromachined structures. Polysilicon, surface microma

chined accelerometer proof mass and flexure structures are readily 

combined with integrated circuit technology. However, the limita

tions of surface micromachining constrain proof mass thickness 

and area. Thus, typical surface micromachined structures display 
high mechanical resonance frequencies and, therefore, low respon

sivity to acceleration signals. In contrast, bulk micromachined 

structures provide proof mass values that maybe two orders-of

magnitude larger than those of surface micromachined structures. 

However, while these structures provide adequate mechanical 

responsivity, conventional bulk micromachined structures are not 

conveniently integrated with microelectronics. 

Accelerometer structures for high performance applications 

present an additional unique requirement. High sensitivity accelera

tion measurement relies on high resolution capacitive detection of 

proof mass position. This is accomplished by measurement of the 
capacitance between parallel, planar electrodes mounted on the 

proof mass surface and on the accelerometer structure. The pres

ence of parasitic capacitance between the measurement electrode 

and its supporting ground plane, may drastically degrade measure

ment sensitivity. Thus, Si-on-glass processes have appeared for this 

application. 

The CIMS process offers performance advantages for 

microsensors. Specifically, the use of bulk micromachined struc

tures enables large proof mass values for inertial and vibration sen

sors. Single crystal flexures provide stability. Finally, the long 

standing problem of parasitic capacitance is directly addressed by a 

unique suspended electrode structure (Figures 1 and 2). The sus

pended electrode eliminates the need for Si-on-glass for many 

applications. Also, the proper design of the suspended electrode 

permits control of squeeze-film damping. 

suspended capacitive measurement 

electrode 

loop antenna 

detail view 

Figure 1. Wireless Microsensor Interface Die. The Interface Die 

provides sensor measurement, sensor interface, control, and RF 

communication functions in a single integrated component. The 
Interface Die, fabricated in commercial 2.0µ CMOS, may be inte

grated with high perfonnance sensor elements by flip chip bonding. 
These micrographs display the low parasitic capacitance, sus
pended measurement electrodes, and suspended inductor I loop 
antenna. The CMOS die was processed after fabrication by a mask

less etch in XeF2 
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CMOS INTEGRATED MICROSYSTEMS 

ACCELEROMETER 

The acceleration and infrared sensors, implemented by the
CIMS process, are shown in Figures 1, 2, and 3. Figure 1 displays
the CMOS interface die component of the CIMS process. The inter
face die may support low parasitic capacitance measurement, data
conversion and RF communication capability. The CIMS acceler
ometer relies on a single crystal flexure supporting a proof mass
with a resonance frequency that may be adjusted (by design) from
l00Hz to l0kHz. With the established low noise performance of
CMOS low power amplifiers ( l00nV/(Hz) 112) and with capacitive
bridge excitation amplitudes of less than 3V, sensor capacitor gap
values of 20µ, the l00Hz accelerometer suspension may provide a
system sensitivity ofless than lµg/(Hz) 112 .

suspended capacitive 
low parasitic 

measurement electrode 

accelerometer 
chip micrograph 

Die

Figure 2. CIMS Accelerometer. The CIMS accelerometer employs 

capacitive sensing with a suspended measurement electrode. A 

micromachined cavity drastically reduces substrate parasitics that 

limit conventional devices. Membrane perforation provide control 

of squeeze film damping without requirements to perforate the proof 

mass. 

CMOS INTEGRATED MICROSYSTEMS: 

INFRARED SENSOR 

Infrared sensor systems are required in applications ranging
from military surveillance, manufacturing process control pyrome
try, spectroscopic and gas sensing applications. Wireless integrated
infrared sensors address these applications with low cost, rapidly
deployed systems. Uncooled, broad band, thermal infrared MEMS
sensors have been implemented with bolometric, thermopile, and
pyroelectric methods. Pyroelectric structures are of particular inter
est due to their large responsivity. However, the incompatibility of
pyroelectric materials with conventional CMOS processing has
hindered the development of this technology.

Single crystals of LiTaO3, bulk ceramics of PbTiO3 (and related
compounds), KTN, [4] organic polymers and Mylar have all been

used in pyroelectric IR detectors. Ferroelectric PbTiO3 (PTO) and
Pb1-xCax TiO3 (PTCX) are attractive materials for this application
because of their large pyroelectric coefficient P, low dielectric con
stant value and low specific heat value. This results in optimal
responsivity and frequency response characteristics. Now, addi
tional capability is offered by the tunable (composition dependent)
Curie temperature of Pb1_xCax TiO3 . Curie temperature may be
varied continuously from 490° to 0° C as x increases from Oto 0.5.
Thus the proper choice of x provides a pyroelectric film with a
Curie temperature slightly above room temperature, placing the
maximum in the temperature dependent value of P at the desired
device operating temperature.

In addition to a large pyroelectric response, a high-sensitivity
pyroelectric detector requires both small thermal capacitance and
small thermal conductance to maximize the temperature change
and signal induced by incident IR radiation. Thin film geometries
provide optimal response for pyroelectric sensors by minimizing
thermal capacitance. In addition, thermal conductance must be
minimized by suspending the thin film structure to provide thermal
isolation.

bulk micromachined
infrared sensor die

detail view 
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Infrared Sensor Response
80mV peak-peak output signal for !Hz, 20mW peak
peak incident infrared signal measured at transducer

Figure 3. CMOS Integrated Microsystems Infrared Sensor The 

wireless infrared sensor employs a low thermal conductance struc

ture supporting a sol-gel thin film pyroelectric infrared sensor. Flip 

chip bonding of sensor to interface die permits separation of the 
high temperature, ideal infrared material processing, from CMOS 

fabrication. 
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The CIMS process offers a unique solution to pyroelectric 
materials integration. The CIMS infrared sensor relies on a new sil
icon-compatible PbTiO3 (PI'O) sol-gel material system that is
applied to the CIMS sensor die in a modular process separated from 
CMOS fabrication. The CIMS structure provides ideal, thermally 
isolated, structures for support of the pyroelectric film detector. 
Flip-chip bonding integrates the optimized detector with a CMOS 
signal processing system, ideally suited for pyroelectric sensor 
measurement. 

The sol-gel synthesis of PTO and PCTx is based on the process 
first developed by J.B. Blum and S.R. Gurkovich[S], but with sig
nificant modifications. The alkoxide sol-gel precursor of PTO is 
prepared as follows: Pb(C2H3O2)i3H2O), lead acetate trihydrate,
is first dissolved in either 2-methoxyethanol (2-Me) or in metha
nol at a concentration of 1.0 molar. Acetic acid anhydride, 
(CH3CO)iO, (AAA) is then added in a molar ratio of 3: 1 with 
respect to lead, removing the water of hydration by producing ace
tic acid. A 10% excess of AAA is used to ensure that any water 
present in the solvent or ambient air is also immediately trans
formed into acetic acid, thus keeping the precursor anhydrous. 
Titanium isopropoxide, Ti(OC3H7)4, is then added into solution. 
The double metal alkoxide (C2H3O2)-Pb-O-Ti-(OC3H7h is 
formed along with the reaction by-product, isopropyl acetate. Syn
thesis is conveniently completed in ambient air without 
interference from atmospheric water, since any water absorbed by 
the solution will react with excess AAA. Also, storage of the pre
cursor solution requires only hermetic container sealing. In 
addition, acetic acid generated in the reaction provides the low pH 
environment necessary for slow hydrolyzation. Precursors 
appeared to have shelf-life longer than 6 months without gelation 
or formation of particulates. This represents an improvement over 

4
.l 

2 

1 (JO 

5 
4
.l 

previous processes which require all procedures to be carried out 
in a dry nitrogen atmosphere, as well as extensive refluxing of the 
solution above 100 °c to remove water and the addition of nitric 
acid to prevent premature gelation. The PCTX precursor is pro
duced using calcium acetate monohydrate, Ca(C2H3O2)i·H2O, as 
the source of Ca. Methanol is used as solvent for the PCTX precur
sors due to the low solubility of calcium acetate in other alcohols. 
Precursors were spin-coated onto the silicon substrates with a con
ventional photoresist spinner to form a gel layer about 0.3 µ thick. 
The samples are then dried at 400 °C for 1 hour to remove most of 
the organics. Multiple spin-dry cycles are used to obtain the 
desired thickness. Final heat treatment at 650 to 750 °c for l to 2 
hours removed all organics, leaving smooth, crack-free films. All 
procedures are performed in air. 

The CIMS thermal infrared sensor structure, with a thin 
membrane sensor support structure, was fabricated by conventional 
bulk rnicromachining. A p+ etch-stop epitaxial layer, of 4µ thick
ness is deposited on an n-type substrate to form the sensor substrate 
structure. EDP etching releases the suspended membrane shown 
in Figure 3. Spin coating methods deposit PTO or PTCX followed 
by the heat treatment steps. A buffered oxide etch (BOE) provides 
patterning for the thin film and p+ supporting structures. An Al 
electrode completes the sensor structure. The pyroelectric signal is 
detected by measurement of the potential developed between the 
highly conductive p+ substrate and the deposited Al film. 

Detailed thermomechanical response for the thermal infrared 
detector model was implemented using a SPICE simulation 
method. The suspended PTO film, Si supporting membrane, and Si 
low thermal conductance supports (see Figure 3), were treated as 
thermal resistance mesh networks. SPICE simulation of detector 
frequency response is in excellent agreement with experimental 
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Figure 4. Response of the CJMS infrared sensors for two PTO pyroelectric film detector support structures. Frequency depen
dence of responsivity is shown for continuous p + Si membranes, and for suspended p + Si membranes supported by na"ow 
mechanical bridge elements ( see Figure 3 ). Responsivity enhancement due to the low thermal conductance suspension is seen 
clearly. 
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results.[2]. Direct measurement using a chopped CO2 laser source 
yields a responsivity of 2.SV/Watt at A= 10.6µ for this pyroelectric 
sensor (see Figure 3 for an example of detector transient response). 
This prototype device demonstrates excellent performance without 
an infrared absorber layer. Infrared absorbers for optimized detec
tors will be deposited by conventional metal "black" and continu
ous metal film absorbers. Modeling of detector thermal response 
demonstrates that the pyroelectric material response is equal to that 
of bulk PTO material. 

Figure 4 shows measured and calculated frequency depen
dence of the infrared sensor responsivity. The SPICE thermal 
response simulation and measurements are shown for PTO pyro
electric films supported by both continuous membrane and sus
pended membrane (see Figure 3) structures. The large responsivity 
improvement provided by the low thermal conductance suspension 
are apparent. In addition, the excellent agreement between SPICE 
simulation and experiment indicate the capability for accurate ther
mal infrared sensor design offered by the SPICE simulation method 
and CIMS fabrication. 

Integrated . measurement systems, with micropower opera
tional amplifiers and data conversion systems (Figure 5) provide 
switched-capacitor measurement capability for CIMS infrared sen
sors. 

WIRELESS MICROSENSOR COMMUNICATION 

The wireless sensor technology reported here differs from 
prior work in that the sensor, control, and communicatioIJ system 
are integrated together in a single unit. In addition, we have 
addressed the challenge of combining low noise, high performance 
measurement and data conversion sensor interfaces with 
micropower operation in CMOS systems. An important technology 
challenge is the development of micropower, integrated CMOS RF 
systems. This requires advances in both level of integration, sharp 
reduction in operating power, and a conversion from conventional 
bipolar technology to CMOS. 

Powerful wireless microsensor networks may only be imple
mented with nodes capable of bidirectional communication. 
Remote LWIM nodes must be dynamically reconfigurable by a 
base station or distributed control system. Thus, each L WIM node 
must operate with both receiver and transmitter functions. Now, the 
requirement for operation with compact battery cells presents new 
constraints on transceiver operation. First, average current require
ment (at 3V supply bias) for the LWIM node must be less than 
30µA to provide desired operating life. This requirement may be 
met partially by proper power management through low duty cycle 
operation of the transceiver system. For example, typical surveil
lance applications permit duty cycle values less than 1 o-3 for
10kbps data rate. However, in addition, peak operating LWIM node 
current must be less than 1 - 1 OmA due to maximum current restric
tions for compact Li cell sources. L WIM nodes, therefore, require 
advances in transceiver technology over conventional systems that 
require greater than lOOmA supply current at 3V. In particular, the 
fundamental restriction on input-referred amplifier noise (sensitiv
ity) and bias current, limit conventional receiver sensitivity. In 
addition, high performance radio technology has not been demon
strated in conventional CMOS integrated systems. 

The LWIM transceiver system relies on new methods for 

obtaining sensitivity and selectivity with low power CMOS cir
cuits. First, receiver sensitivity relies on the sensitivity of the RF 
amplifier front-end. The LWIM receiver system obtains low input
referred noise and low power operation by introduction of high-Q 

.L-C tank circuits that provide passive (noise-free) voltage gain. In 
addition, low oscillator phase noise, required for high selectivity is 
obtained by the use of coupled high-Q L-C resonators and surface 
acoustic wave (SAW) resonators for narrow band stabilization. 

Micropower CMOS operational 
amplifier pair 

Micropower 

'-"---=====;;;;;.;,;==== voltage-frequency converter

CIMS 
Integrated 

Microsensor 

Micropower 
Integrated 

Measurement 

Micropowe 
Analog-to

Digital 
Converter 

Micropower 
CMOS 

Transceiver 

Micropower receiver system 

Micropower 320MHz 
CMOS receiver oscillator 

Figure S. Wireless Integrated Microsensor Interface and Com

munication System. Measurement, data conversion, and communi
cation systems have been demonstrated in commercial 2µ CMOS. 
A micropower operational amplifier (supply current lµA) is com

bined with micropower voltage-frequency data converters ( supply 
current 2µA). The transceiver is based on a low power CMOS, 
SAW stabilized and digitally-sampled regenerative architecture 
(peak supply cu"ent 30µA). 
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The low operating power and low phase noise of the L WIM 
receiver architecture has been demonstrated by a new regenerative 
receiver system. The high selectivity micropower receiver system 
operates at 310MHz with detector currents of less than 30 µA at 3V 
supply bias. This device relies on the regenerative receiver princi
ple. However, it differs from previous systems in that analog sam
pling of the regenerative wave form is employed to provide 
demodulation. Stable operation through automatic gain control is 
now possible. Figure 5 shows a block diagram of the prototype 
LWIM receiver. A SAW-stabilized Colpitts oscillator employs a 
single loop inductor functioning as a receiving antenna RF signal 
is added to oscillator loop signal at the inductor. Periodic quench
ing and measurement of amplitude of the 310 MHz loop oscillation 
is controlled by a digital sampling system. Received RF signal 
strength modulates oscillator amplitude. Finally, oscillator ampli
tude is detected through direct measurement of oscillator current. 
Prototypes of this amplitude-shift keying (ASK) receiver operate 
with sampling clock rates as high as 1MHz. Thus, transceiver data 
rate capability greater than 100kbps may be permitted. Prototype 
LWIM nodes operating with lmW transmitter power, 1kbps data 
rate, and I Om range, require single loop antennae of less than l cm2 

area. The SAW stabilized, low phase noise oscillator can also pro
vide a local oscillator for advanced, frequency-hopped spread spec
trum micropower transceivers. 

Low power interface and control circuits have also been 
implemented for L WIM nodes. Figure 5 shows micropower opera
tional amplifiers (1 µA supply current) and voltage-to-frequency 
converters for analog to digital conversion (1 µA supply current at 
250kHz clock rate). Finally, low power, low clock rate digital con
trol provides sequencing for the LWIM microsensor data conver
sion and communication system. 

CONCLUSIONS 

The wide range of distributed monitoring and control applica
tions requires microsensors that integrate network interfaces with 
diverse measurement capability. A low power integrated wireless 
microsensor (L WIM) technology has been developed using new 
processes, circuits, and communication systems. The MEMS 
microsensor structures incorporate high performance, bulk micro
machined transducers with conventional CMOS microelectronics. 
Low power sensor interface, digital control, and RF communica
tion systems have been demonstrated. Both RF induction and bat
tery powered nodes may be implemented with the micropower 
system demonstrated here. L WIM nodes are under development for 
a diverse set of military and commercial distributed MEMS appli
cations. 

• Research supported by the Defense Advanced Research Projects
Agency (DARPA) under contract J-FBI-95-169
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ABSTRACT 

This paper describes a "smart" accelerometer for use in 
automotive passive restraint systems. This accelerometer performs, 
in a single integrated component, all of the sensing and signal 
processing functions required to assess vehicle crash severity and 
generate a timely airbag deployment signal if and when it is needed. 

INTRODUCTION 

Automotive passive restraint systems continue to utilize the 
benefits of microelectronics to provide more sophisticated occupant 
safety features. Traditional microelectronic advantages such as 
miniturization, system integration, and part count reduction are 
being used to provide additional passenger safety through wider 
applications and more advanced features. 

Sensors play a primary role in these smart systems as they 
provide the information the system uses to make deployment 
decisions. Occupant detection and occupant position sensors will 
be used in the future to allow these features to be implemented so 
that occupant safety in a crash can be improved. Accelerometers 
are, however, the first high volume electronic sensor to see 
widespread use in electronic-based passive restraint systems. 
Already the evolution of electronic frontal airbag systems is placing 
increasing demands on accelerometers, including greater accuracy, 
better diagnostics, improved robustness, smaller size, and lower 
cost. The ever decreasing size of electronic components, with the 
ability to integrate more functions, will drive the components to 
incorporate more and more of the system function. 

This paper describes a "smart" automotive accelerometer that 
continuously evaluates vehicle decelerations and generates a timely 
airbag deployment command if needed. Vehicle and system level 
requirements have led to the adoption of several key driving factors 
in designing this version of the accelerometer. These requirements 
include a high degree of accuracy in accelerometer sensitivity and 
offset, insensitivity to temperature as well as voltage and process 
variations, a high level o f  reliability, low sensitivity to 
electromagnetic radiation and power supply noise, and low power 
consumption. The specification of low quiescent current of this 
fully-integrated system supports key-off operation as well as the 
low power requirements of electric and hybrid passenger vehicles. 
In addition, the small size supports the demand for reduced module 
size which in turn facilitates vehicle-level installation. 

These factors lead to a different approach to system 
partitioning that supports the requirements of next generation 
frontal and side passive restraint systems. The partitioning reduces 
demands on the system and microprocessor by performing signal 
processing and algorithm computation in the accelerometer so that 
the output of the accelerometer is a signal that is used to activate the 
passive restraint. 

APPLICATION 

Passive restraint systems are refered to as "distributed" when 
mechanical acceleration switches are used at multiple positions 
near the front of the vehicle to evaluate crash severity and decide "if 
and when" an airbag should be deployed (Figure 1). A separate 
wiring harness is used to connect these under-hood sensors with the 
central diagnostic module. Single-point electronic passive restraint 
systems (Figure 1) eliminate the under-hood sensors and wiring 
harness, and instead use a single accelerometer to provide data for a 
microprocessor-based algorithm that makes deployment decisions. 
The electronic module that contains the accelerometer and 
microprocessor is located in the passenger compartment of the 
vehicle. This simplifies vehicle assembly, lowers cost, and 
improves reliability while offering system and component self-test 
capability. 

SENSOR DESIGN 

The accelerometer is a two-chip device that consists of a 
differential, capacitive micromachined sense element die assembled 
in an IC package along with a CMOS interface chip containing 
EEPROM calibration circuits. It is an adaptation of the 
accelerometer reported by Cole [1] and an extension of the 
accelerometer we pre'<iously reported [2]. The system block 
diagram is shown in Figure 2, where the signal path is indicated by 
the bold arrows. The three modular components of the 
accelerometer (two chips and the package) can be developed, 
scaled, or optimized without making changes in the other 
components of the sensor. This flexibility offers advantages in 
lowering development costs and time, while allowing application 
specific designs that meet specific system specifications. 

The sense element die produces capacitance variations in 
response to the acceleration signal. The sense element chip uses a 
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Figure 1. Schematics of automotive passive restraint systems. On 
the left is a distributed sensor system, on the right is a single-point 
sensing system. 
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Figure 2. The block diagram of the smart accelerometer. 

mirror-symmetric arrangement of two torsional microstructures that 
generate a fully differential, femtofarad-level signal that is fed to the 
interface chip via bond wires. 

The interface chip uses a charge-mode delta-sigma modulator 
to convert the sense element signals into a pulse-density-modulated 
output that is proportional to the applied acceleration[3]. The 
interface chip has EEPROM and a resistor string DAC that allow the 
gain and offset of the completed device to be trimmed to the desired 
specification. A programmable digital algorithm uses circuit blocks 
that calculate magnitudes, changes in velocity over time intervals, 
and peak acceleration data to make deployment decisions. The 
programmable nature of this algorithm allows it to be configured for 
many vehicle types. A serial interface allows the device to 
communicate with a microprocessor to facilitate accelerometer 
calibration and algorithm programming during device manufacture, 
and to facilitate data transfer and a secure self test activation after 
the device is installed in a vehicle. 

This device is presently packaged in a multilayer ceramic 
package, but the modular nature of the technology allows other 
versions of the accelerometer to be packaged in a conventional 
plastic integrated circuit package [2]. 

MICROMACIIlNEDSENSEELEMENT 

The sense element contains two torsional microstructures in 
which movable capacitor plates are suspended, from a central 
"pedestal" support, above fixed capacitor plates metallized on a 
glass substrate. A simplified schematic is shown in Figure 3. 
Typical values for the capacitance at zero acceleration are 150fF 
while full-scale acceleration results in approximately a 15fF 
increase to CA and C0 and a somewhat smaller decrease to CB and 
Cc. 

The element is fabricated using a single-crystal silicon, 
dissolved-wafer process [2] on a glass substrate which is mounted in 
the same package with, and wirebonded to, a CMOS ASIC which 
contains all of the remaining circuitry. Dimensioning of the 
element's plate thickness, air gap, torsion beams, and damping 
holes creates an overdamped, second-order mechanical system with 
a resonant frequency which is typically 2.4KHz and a dominant 
pole which is typically at 375Hz. This bandlimiting of the 
acceleration signal by the sense element is used to provide antialias 
filtering for the sampled-data interface circuit and signal filtering 
for accurate algorithm processing. To provide a self test capability, 
the sense element's glass substrate incorporates additional 

metallized regions which are used, during a self test operation, to 
electrostatically deflect the movable plates. 

The central pedestal support greatly reduces the susceptibility 
of the sensor to die stresses since it mechanically isolates th.e 
microstructure from the substrate and from the packaging materials. 
This eases packaging constraints and also improves the 
manufacturability of the sensor. This mechanical configuration is 
one factor that allows the accelerometer to be manufactured without 
temperature compensation circuitry. The use of two torsional 
microstructures in the accelerometer offers several advantages that 
are a result of the four capacitors being configured as a full bridge. 
This electrical and mechanical symmetry of the structure greatly 
reduces sensitivity to cross axis forces, power supply noise, and 
electromagnetic radiation, through the use of a fully-differential 
signal path. 

The design of the torsion arms' dimensions offers flexibility 
in meeting a variety of performance specifications that the 
applications require. Typical torsion arm lengths are in the range of 
250 micrometers long with a cross sectional area that is in the range 
of 100 square micrometers. The "heavy" side of the microstructure 
is approximately 3 times more massive than the "light" side, and 
each suspended microstructure occupies an area of approximately 
0.8 square millimeters. 

The fixed plates of the sense element are formed from 
metalized regions on the glass substrate. These fixed plates are 
larger than the silicon microstructure so that cross axis forces 
causing the microstructure to twist parallel to the substrate do not 
cause the nominal capacitance to change. The electrostatic self test 
is implemented on the "heavy" side of the microstructure by placing 
additional fixed electrodes under the movable silicon. Self test 
voltages, provided by the interface chip, are applied to these fixed 
plates during the self test operation, and the resultant electrostatic 
force causes the microstructure to rotate in a manner that mimics the 
microstructure's motion during a vehicle crash. 

The initial configuration of the device uses a hermetic 
package and a sense element die that is not capped. With this 
configuration, electrical contact to the microstructure is made via a 
bond pad and wire that are directly applied to the pedestal region. 
The hermetic seal of the ceramic package results in a fixed gaseous 
environment that is an important factor in determining the 
mechanical response of the microstructure to vibrations. Gas 
viscosity changes as a function of temperature and this changes the 
damping characteristics of the microstructure. Both gas type and 
pressure must also be considered as factors that influence the 
mechanical response of the microstructure. The pressure inside the 
package is dependent primarily on two factors: the sealing 
temperature of the lid to the package, and the ambient pressure at 
sealing. The lid is solder sealed to the ceramic package using an 
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Figure 3. Schematic of the differential capacitive sense element. 
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Figure 4. Scanning electron micrograph of the sense element chip 

wire bonded to the interface chip in a ceramic package 

elevated temperature in a conventional furnace. Colorado Springs is 
located at an altitude of over 6500 feet which results in a local 
barometric pressure that is about 80% of that at sea level. The result 
is that the pressure in the cap is less than 0.5 atmospheres. 

INTERFACE AND ALGORITHM CIRCUITS 

The next modular component of the accelerometer to be 
discussed is a CMOS interface chip which has two primary 
functions. First, the interface circuit converts the differential 
femtofarad-level capacitance signals from the sense element to a 
pulse-density-modulated output. This circuit contains calibration 
circuitry to remove offset and sensitivity variation from the fully 
assembled device. The Deployment Decision Circuit (DOC) is the 
second major function on the interface chip. The DOC implements 
a programmable algorithm which, when given the appropriate 
parameters (based on the vehicle body and sensor location) decides 
if and when a passive restraint should be activated. In addition, the 
interface chip implements the self test and reset functions as well as 
the serial interface to both the system and to production 
test/calibration equipment. The interface chip, fabricated in a 
1.6mm CMOS process, has a die area of approximately 19 mm2• 

The interface circuit is a first-order, charge-mode SI: 
modulator similar to that reported in (3). The primary difference is 
the fully differential nature of the present sensor and signal path. 
The interface circuit drives the acceleration-dependent sense 
element capacitors with voltage transitions which pump charge 
packets either onto, or off of, the modulator's integrator on each 
cycle of the 250KHz clock. On a given clock cycle, charge is 
pumped onto the integrator if its output voltage on the previous 
clock cycle was negative, and off of the integrator if its output 
voltage on the previous clock cycle was positive. The output pulse 
density is determined by the ratio of the charge pumped on to the 
charge pumped off. These charges depend on the sense element 
capacitances (and thus the acceleration) as well as the voltage 
transitions produced by the interface circuit. Calibration is 
performed by precise adjustment of these voltage transitions (3). 
The interface circuit is designed to be very sensitive to changes in 
sense element capacitances; a change in the charge packet sizes of 

only six electrons produces a one hertz change in output pulse 
density. 

The nature of the pulse density modulated (PDM) output 
simplifies the implementation of the on-chip deployment decision 
circuit, whose (simplified) block diagram is shown in Figure 5. 
Each pulse of PDM output corresponds to a specific velocity 
change, so for example, with a 50 g calibration and a 4MHz clock, 
each PDM pulse corresponds to a change velocity of approximately 
2 x 10·3 meters/sec. This approach allows the deployment algorithm
circuits to be implemented, with a minimum amount of chip real 
estate, using counters, timers, and pulse integrators. 

The "prediscriminator" in the DOC constantly evaluates the 
output of the accelerometer, and based on the programmed 
parameters and the acceleration, a "threshold" logic signal is 
generated. This threshold signal is used as an enable for the other 
blocks in the "discriminator" portion of the DOC. 

The discriminator output is based not only on acceleration 
thresholds and magnitude calculations but also on total velocity and 
acceleration changes calculated over particular time periods. The 
DOC allows these calculations to be made simultaneously in real 
time. The output of these individual blocks are then logically 
combined to implement the overall deployment decision algorithm. 
Since the DDC's counters, timers, and pulse integrators are 
programmable over a wide range, the algorithm parameters can be 
adjusted to optimize deployment decision performance for a 
particular vehicle body style and sensor location. 

SENSOR PACKAGING 

The modular approach to the accelerometer is also evident in 
the packaging technologies selected for the device. The first samples 
of this accelerometer use conventional packaging technology in 
which the two die are mounted in the cavity of a multilayer ceramic 
DIP. The accelerometer is completed by wirebonding the two die 
together using conventional gold wire bonds. Wire bonds are also 
used to connect the interface chip to the package pins. A solder lid is 
attached over the package cavity as discussed previously. 

The accelerometer package and die mounting influence the 
orientation of the primary axis of sensitivity. The ceramic 
through-hole package provides orientation flexibility while at the 
same time the solder sealed lid ensures a controlled ambient for the 
accelerometer. A SIP style package has also been developed and 
this allows the axis of sensitivity to be parallel the module printed 
wiring board. 

While the multilayer ceramic technology has been used to 
provi de a control led and rel iable environment for the  
microstructure, the hermetic packaging requirement can also be 
transferred to the sense element die through the development of a 
wafer-level capping technology that is compatible with the 
dissolved wafer process (2). Wafer level capping allows the 
accelerometer to also be assembled in a conventional molded plastic 
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Figure 5. The block diagram of the deployment decision circuit. 
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Figure 6. Photograph of the two-chip smart accelerometer. 

package which supports many package styles and lead 
configurations while lowering overall sensor cost. 

SUMMARY AND RESULTS 

The accelerometer and its modular components have been 
fabricated with technologies that will continue to evolve to support 
a variety of sensor configurations, cost reductions, and feature 
optimizations. The configuration discussed in this paper offers 
excellen t  acce lerometer performance, re liability, and 
manufacturability, as  well as  design features that minimize overall 
system costs. Figure 6 is a photomicrograph of the accelerometer, 
showing the sense element die and the signal processing ASIC in 
the ceramic package with the lid removed. 

The sensor is designed to operate from a 5 volt supply and an 
external 4MHz clock. On-chip dividers generate an interleaved two 

phase clock at 250KHz which is the sampling frequency for the 
delta-sigma modulator. Greater clock speeds can be used to increase 
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Figure 7. Acceleration data recorded at the crash barrier in a 14 

mph impact with a 900 wall (bottom) and the measured output of 
the smart accelerometer (top). 

the resolution of the sensor. The part has been tested to clock 
frequencies up to 16MHz. 

The accelerometer is typically calibrated under specific 
acceleration conditions in a custom designed centrifuge or "shaker." 
These calibration instruments use reference devices to monitor the 
acceleration applied to each device that is being calibrated. Only 
two room temperature readpoints (0g's and 15g's) are used for 
calibration, even though the full scale range of the accelerometer is 
+/-50 g's. The exact reference value measured at these readpoints is 
then used by the test software to generate specific calibration 
coefficients for each device. These parameters are then 

programmed into the accelerometer's EEPROM to set the offset and 
sensitivity of the accelerometer. Sensitivity and offset have 
temperature coefficients of less than 60 ppm/°C at the worst case 
temperature and voltage conditions. 

Measured performance of the integrated airbag deployment 
system, for a particular crash, is depicted in Figure 7. The crash 
acceleration waveform is shown along with the deploy pulse, which 
occurred at 14.56 msec after impact (t=O). This differs by only 740 
µsec from the simulated deploy pulse which occurred at 15.30 msec 

after impact. A wide variety of responses is possible from the 
device based on accelerometer calibration and DOC algorithm 
coefficients. 

The accelerometer has been subjected to standard automotive 
integrated circuit reliability tests. This includes temperature 
cycling, vibration endurance, shock and drop testing, and 

accelerated life testing. Large quantities of parts have been exposed 
to these tests and the successful results demonstrate the sensor's 
ability to withstand the automotive environment. Module and 
vehicle-level testing of the accelerometer at the crash barrier along 
with real world tests in fleet vehicles has also proven that the design 
objectives have been met. 
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ABSTRACT 

This paper presents a low-power generic interface circuit 
compatible with smart microsystems and capable of interfacing 
with a large variety of capacitive sensors. The interface chip is  
highly programmable, can communicate with an external 
microcontroller over a standard sensor bus, supports sensor 
self-test, and includes a temperature sensor. The circuit can 
interface with up to six external sensors and contains three 
programmable internal reference capacitors in the range of 
0.15-SpF. The chip measures 3.2mm x 3.2mm in a standard 
3µm single-metal double-poly p-well process, dissipates less 
than 2.2mW from a single 5V supply and can resolve input 
capacitance variations of less than lfF. 

INTRODUCTION 

Smart microsystems combining a large mix of sensors, 
actuators and electronic circuitry are of increasing demand in a 
wide range of applications, including those in distributed 
sensing and control systems, industrial process automation, 
instrumentation, and environmental monitoring. Capacitive 
microsensors are very attractive for these microsystems due to 
their low power, high sensitivity, and self-test capabilities [1]. 
However, the base capacitance and sensitivity of these 
capacitive sensors can vary over a wide range, which must be 
covered by the interface circuit Hence, there is a growing need 
for a low power generic interface for use with capacitive sensors 
in smart microsystems. Although there have been numerous 
readout circuits introduced for capacitive sensors [ 2-3] , to date 
a generic interface has not been reported. Such an interface 
circuit should be able to read out various capacitive 
microsensors with a wide range of base capacitance and 
sensitivity, communicate with the main microsystem 
controller, support self-test and self-calibration, support multi
ranging for a single sensor, dissipate low power, and occupy 
very small area with no external components. This paper 
introduces such•an interface circuit. 

The interface chip is currently being utilized in the 
microsystem for environmental monitoring shown in Fig. 1 
[ 1]. The following sections provide a description of the 
interface chip and its functions. First, the current microsystem 
which employs the interface chip is briefly described. Then, the 
interface chip architecture is presented, followed by a 
description of its major building blocks. Finally, measurement 
and test results for the fabricated chip are presented. 

MICROSYSTEM DESCRIPTION 

The microsystem utilizes an open architecture with a 
standard sensor bus [ 1], which allows the system to be 
populated with various sensors and actuators as required by the 

application. For instance, the currently developed microsystem 
accommodates sensors for a variety of environmental 
parameters, including temperature, barometric pressure, 
humidity, and acceleration [l]. The heart of the microsystem is 
a microcontroller unit (MCU) that provides the system 
intelligence and allows for data storage as well as software 
routines for each sensor to perform in-module sensor 
calibration, digital compensation, and self-test. The MCU 
communicates with the front-end transducers via the sensor 
interface chips and a nine-line sensor bus as illustrated in Fig. 
1. The interface chip is a critical component of this overall
system because it allows a standard microcontroller t o
communicate and collect data from a variety of sensors. Once
sensor data has been collected and calibrated in-module, it can
be stored or transmitted out through either a hardwired serial 1/0
port or an on-board telemetry device.

The sensor bus is a central part of the microsystem 
architecture, which provides access to multiple sensors/ 
actuators while using a minimum number of interconnects 
without any loss of functionality. The sensor bus consists of 
nine lines: three for power, two handshaking lines used with a 
clock and serial data line for synchronous serial 
communication, a data output line, and a data valid/interrupt 
signal [l]. The three power leads are the system supply, ground 
reference, and a switched reference voltage for devices that can 
be turned off during a low-power system sleep mode. For 
synchronous communication with the front-end devices, a chip 
enable and data strobe provide handshaking for use with a 
programmable-frequency clock and a serial data line. The last 
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two lines of the sensor bus are for sensor data output, which can 
be an analog level or a frequency-encoded bitstream, and data 
valid which signals the MCU when valid data is present on the 
data out line. Data valid is also used as an interrupt from the 
front-end devices that can initiate an event triggered sensor 
readout. 

INTERFACE ARCHITECTURE 

Figure 2 shows the block diagram of the interface chip. This 
chip utilizes a low-noise front-end charge integrator to read out 
the difference between the sensor capacitance and a reference 
capacitor [3]. Communication with the MCU is performed over 
the sensor bus and is handled by the bus interface unit. Serial 
data transmitted over the bus is received, decoded, and applied t o  
control the other circuit blocks illustrated in Fig. 2 .  The input 
multiplexer enables the chip to interface with up to six sensors. 
Furthermore, the chip can be digitally programmed to operate 
with one of three extemaVintemal reference capacitors. The on
chip reference capacitors are laser trimmable in a range of 
0. lSpF to 8pF. Programmability of the reference capacitors
allows the chip to interface with capacitive sensors having a
wide range of base capacitance and also provides offset control. 

The chip analog signal path consists of an input 
multiplexer, the input charge integrator, a gain stage, an output 
sample/hold circuit, and an output multiplexer. The gain stage 
can be programmed on-line to any of its three gain settings. 
These gains can be used to accommodate input sensors with 
different sensitivities or for multi-ranging a single sensor and 
are set by laser trimming the on-chip capacitors. The overall 
readout sensitivity can be varied from 0.23 mV/fF to 73.5 
mV/fF using both digital programming and laser trimming, 
which gives an effective gain variation from 1 to 312. The 
output multiplexer provides access to the sensor bus for both 
the capacitive readout circuitry and the on-chip temperature 
sensor. The interface chip additionally supports self-test and 
self-calibration. A 3b on-chip DAC can be utilized to generate a 
variable-amplitude two-phase clock for driving the sense and 
reference capacitors in each input charge integration cycle. The 
variable amplitude clock can also be used to apply a varying 
electrostatic force to the sensor for self-test and self
calibration. 

CIRCUIT BUILDING BLOCKS 

The readout circuit is a switched-capacitor circuit consisting 
of a low-noise charge integrator, a digitally-programmable gain 
stage and a sample/hold circuit as shown in Fig. 3. Since the 
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Figure 2: Diagram of the capacitive sensor interface chip 

showing the major circuit blocks. 

circuit operates from a single supply, an internal analog ground 
reference level, half way between the supply level and ground, 
is generated on-chip and is shown as Vref in Fig. 3. Clock 
switching noise is reduced by using sized dummy switches at the 
high-impedance nodes; a fully differential circuit is not utilized 
to save power and die area. The control clocks of the dummy 
switches are slightly delayed so that better charge 
compensation occurs when the actual switches are turned off 
completely. 

The input switches are controlled so that at each instant 
only one of the sense capacitors (Cs) and one of the reference 
capacitors (Cref) are connected to the circuit. During <I> 1, the 
reset switch of the charge integrator is closed and Cs is charged 
through the charge integrator output. Once <I> 1 goes low, a 
packet of charge proportional to the difference between Cs and 
Cref is integrated on the feedback capacitor of the first stage 
(Cfl). Meanwhile, the second stage integrator is in reset mode 
and either Cgl, Cg2, or both Cgl and Cg2. charge to the output 
level of the first stage. The gain of the second stage i s  
determined by the ratio o f  the total capacitance switched i nto 
its input to the feedback capacitance (Cf2). Clock phases <1>3 
and <j>4 are slightly delayed <I> 1 and q,2 clocks which become 
active only when gain 1 or 3 is selected. Similarly, q>S and <j>6 
are delayed qi 1 and <j>2 clock phases that are active only when 

Vref 

To Sensor 
Bus.Mux 

Figure 3: Schematic diagram of the switched-capacitor readout circuit. 
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digital gain 2 or 3 is set Therefore, the gain of the second stage 
is selected by controlling switching of Cgl and Cg2 at its 
input. During q>3 (q>S) clock phase, the charge stored on Cg l 
and Cg2 capacitors is integrated on Cf2. Finally, the output 
of the second stage is sampled and held at the input of the third 
stage during q>s. 

Figure 4 shows the schematic of the opamp used in the 
switched-capacitor circuit. The opamp is designed to provide 
low noise and good high frequency PSRR with low power 
dissipation, and to drive capacitive loads over a wide range. 
Transistors Ml-MS form the input differential stage, with large 
PMOS transistors (Ml-M2) used to reduce noise. The main gain 
stage is a class AB cascode output stage consisting of M8-Ml 1. 
The dominant pole is determined by the load capacitance, which 
alleviates the need for a compensation capacitor and effectively 
improves the high frequency PSRR. The load capacitance can 
vary over a wide range without causing stability problems and is 
driven efficiently by the class AB output stage. 

Vdd 

Figure 4: Schematic diagram of the low noise operational 

amplifier used in the readout circuit front-end. 

The self-test DAC consists of three switched current mirrors 
driving an on-chip polysilicon resistor. The DAC output 
changes the amplitude of the clock when a control line is set. 
The temperature sensor is an on-chip oscillator with a 
temperature-dependent output frequency. 

The bus interface circuitry consists of a series of shift 
registers that load input data, a laser-programmable 4b chip 
address comparator, command and element address decoders, and 
a 4b data latch accessed by a specific write command. The 
sensor bus data format provides a Sb element address to access 
up to 32 element addresses. On the interface chip three of these 
element address bits are used to select one of the six capacitive 
sensors or the on-chip temperature sensor while the remaining 
two bits are decoded as reference capacitor select lines. 

TEST RESULTS 

The chip has been fabricated using a standard 3µm, single 
metal, double poly p-well CMOS process at the University of 
Michigan. Figure 5 shows a photograph of the chip, which 
measures 3.2mm x 3.2mm and dissipates less than 2.2mW from 
a single 5V supply. Approximately 85% of the power 
dissipation is due to the. quiescent currents of the five opamps 
integrated on the chip. Table 1 summarizes the chip 
specifications. Test results have shown full circuit functionality 
with an input capacitance resolution of less than lfF and a 
maximum readout clock rate of 50kHz. Although carefully sized 
dummy switches are used in the switched-capacitor circuit, the 
resolution is still limited by the clock switching noise rather 
than kT/C and input amplifier flicker noise. Figure 6 shows the 
output of the charge integrator with a 6pF reference capacitor as 
the sensor capacitance is varied from 3pF to 8pF. Figure 7 
illustrates the output of the readout circuit as the input 
capacitance changes in 0.SpF steps. Programmability of the 
gain is illustrated in Fig. 8, where the measured output is plotted 
for various digital gain settings. 

The temperature dependence of the readout circuit offset and 
sensitivity has been measured over the range from 0 to 60° C. 
The circuit sensitivity is not significantly affected by its 
operating temperature and in all measurements the temperature 
dependence of the output voltage has been dominated by that of 
offset. The main source of offset temperature dependence is due 
to amplification of the first stage opamp offset in the second 
gain stage. The maximum temperature dependence of offset is 
equivalent to less than 0.16fF/°C input-referred capacitance. 
Note that the temperature dependence of the readout circuit does 
not adversely affect the performance of the overall microsystem 
since temperature compensation is performed in-module by the 
system microcontroller of the system. 

The microsystem shown in Figure 1 has been implemented 
with two interface chips used to link a Motorola 68HC11 MCU 
to sensors for pressure, humidity, and acceleration [1]. The 
low power and capacitive readout capabilities of the interface 
chip make it a vital part of this battery-powered microsystem, 
which provides a prototype for long-life, wireless, distributed 
multi-parameter sensing systems. 

CONCLUSIONS 

In this paper a generic interface circuit for capacitive 
sensors has been presented. The chip can interface with a large 
variety of capacitive sensors, is highly programmable, 
supports communication over a standard sensor bus with a 
microcontroller, and supports self-test. The chip dissipates 
less than 2.2mW from a single supply, can operate with readout 
clocks as high as 50kHz and resolves input capacitance 
variations of less than lfF. 
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Figure 5: Photograph of the capacitive interface chip. 

Table I: Summary of the interface chip specifications. 

Number of sensing channels 6 Capacitive + Temperature
Reference capacitor 3 internal/external, Internal

channels capacitor programmable
0.15pF-8pF

Chio address 4 bits
Sensitivity 1 fmV/fFl 0.23-22.3
Sensitivity 2 [mV/fF] 0.23-50.9
Sensitivity 3 [m V/fF] 0.47- 73.5 

Resolution < lfF input capacitance 
readout clock < 50kHz 

DAC 3 bits for self-testing
Supply Single 5V 

Power dissipation <2.2 mW 
Temperature Dependence of < 0.16 fFrC (input referred

Offset capacitance variation) 

Figure 6: Upper trace: Reset control of the input charge 
integrator; Lower trace: Output of the charge integrator with a 

6pF reference capacitor as the sensor capacitance changes from 

3pF to 8pF. 

Figure 7: Readout circuit output as the input capacitance 

changes in 0.5pF steps; No laser trimming for gain adjustment 

was performed and the lowest second-stage gain is selected. 
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INTRODUCTION 

In a previous report by Mamin et al (1), a new micro
mechanical approach to high-density data storage was 
described. In this technique, an atomic force microscope (AFM) 
tip is placed in contact with a rotating polycarbonate disk. A 
pulsed laser is used to heat the tip and thereby melt indent
ations into the disk, which has a glass transition temperature of 
120-140 °C. Another laser is used to sense the deflection of the
cantilever as the tip passes over the recorded indentations. Bit
densities up to 30 Gbit/in2 (50 times that of CD-ROM) have
been demonstrated on a conventional AFM, and data rates up to
1.2 Mbit/s have been achieved on a rotating sample.

(a) Integrated piezoresistive sensor

... 

... 

... 

... 

... 
C> 

C> 

C> 

C> 

C> 

(b) Integrated resistive heater

Figure I: Integration of read/write elements onto single
crystal silicon cantilever for thermomechanical data storage. 

One of the main problems with the existing read/write 
scheme is the need for external laser sources, which are bulky 
and require tedious alignment. As suggested in Figure 1, our 
ultimate goal is to develop an integrated read/write cantilever 

and eliminate the use of lasers. For this purpose we have 
developed single-crystal silicon cantilevers with piezo
resistive elements for readback, based on the approach of 
Tortonese et al (2,3). We have also made separate cantilevers 
with integrated resistive heaters for writing. 

The ideal integrated cantilever will have to satisfy many 
conditions simultaneously. In order to read marks at densities 
of 20-50 Gbit/in2 , it must have a tip that is sharp on the 5 00-
1000 A scale. To achieve adequate signal-to-noise ratio, i t  
needs a sensor capable of detecting a few angstroms of motion in 
the readback bandwidth. The cantilever must be soft-with a 
stiffness of 1 Nim or less-to allow for operation at loads below 
10-7 N, which is necessary to avoid wear of the tip or sample. At 
the same time, the resonant frequency should be as high as 
possible, preferably in the MHz range. The combination of low 
stiffness and high frequency requires the cantilever to have low 
mass. For writing, an integrated element for heating the tip is 
required, and the thermal time constant should be as short as 
possible, preferably on the order of 1 µs. 

In this work, we have not yet attempted to satisfy all these 
constraints simultaneously. Instead, we have focused on two 
areas. First, we have integrated piezoresistive sensors with 
cantilevers that are considerably softer than existing devices. 
With a cantilever of stiffness about 1 N/m, we have measured a 
deflection sensitivity of l.6xI0-2 A/✓Hz and a calculated reso
nant frequency of 250 kHz. To achieve this combination, we 
had to make considerably thinner cantilevers through some 
novel process development. Second, we have fabricated canti
levers with integrated electrical heaters, and have observed 
thermal time constants of roughly 40 µs. We have implemented 
both types of cantilevers on a rotating sample for demonstrating 
reading and writing without the use of lasers . 

CANTILEVER FABRICATION 

The fabrication process of the micro-cantilevers, shown in 
Figure 2, is adapted from reference (2). The starting material is a 
silicon-on-insulator (SOI) wafer (4) with a 5-micron top silicon 
layer. In Figure 2a, an SF 6 plasma etch is used to undercut an 
oxide-resist mask to form a blunt tip, which is then sharpened 
by low-temperature oxidation (Figure 2b). In Figure 2c the 
cantilever itself is patterned and a 1000 A oxide layer is grown 
over it. After this, boron is implanted through the oxide (Figure 
2d) and subject to rapid thermal annealing. (Our process differs 
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from reference (2) in that the implant comes after the oxidation 
step--the significance of this will be explained more fully in the 
next section.) In Figure 2e, contact vias are etched through the 
oxide and aluminum is deposited and patterned to form 
electrical connections to the cantilever. Finally, a backside 
TMAH etch releases the cantilever (Figure 2f). 

SF6 plasma

oxide-.::A....., 

(b) c...::J

( c) . ,,, · silicon ·•

thin 
oxide 

(d) 

Figure 2: Fabrication process of 1-µm thick cantilevers 

Figure 3 below shows an SEM micrograph of a fabricated 
cantilever and a close-up of the tip. The tip is seen to be very 
sharp, with a radius of curvature below 300A. Such a tip is 
quite suitable for reading and writing marks on a 1000 A scale. 

(a) (b) 

Figure 3: SEM images of (a) released cantilever and (b) tip 

INTEGRATED PIEZORESISTIVE SENSORS 

As explained above, it is necessary for the cantilever to be 
reasonably soft so that low forces can be maintained on the tip. 
To achieve low stiffness without sacrificing frequency, it is 
necessary to reduce the cantilever thickness considerably from 
the 2-4 µm typically used in the process of Tortonese (2 I. We
have chosen to make 1-µm thick cantilevers in this case. Imple
menting a piezoresistive sensor in such a thin cantilever is  
difficult, however. The reason is  that the piezoresistor must be 
confined to a fraction of the cantilever thickness. Otherwise the 

compressive stress experienced by the piezoresistor on one 
surface cancels the tensile stress on the other, reducing the 
overall sensitivity. 

We have developed a process for implantation and 
annealing of boron that prevents its diffusion throughout the 
cantilever thickness. The goal is to avoid post-implant high
temperature steps such as oxidation or annealing at I 000°C,
which are known to cause significant dopant diffusion. Our 
process therefore calls for the I 000A oxide to be grown first at 
1000 °C, followed by a 40-keV boron implant of 5xl0 14/cm2 

through the oxide. The implant is activated by a 10-second 
rapid thermal anneal (RTA) step at 1000 °C and a 40-minute 
furnace anneal at 800 °C. A spreading resistance measurement 
of the implant profile (5) reveals a junction depth of roughly 
0.4 µm below the cantilever surface. 

(a) "Control" cantilever (b) Heater-cantilever (c) Piezo-cantilever

Approx. dopant 

concentrations: 
■ � ■

102°/cni3 1017/cni3 5x101 8/cni3

Figure 4: Diagram (not drawn to scale) showing cantilever 
dimensions, as well as differences between "control" canti
levers, heater-cantilevers, and piezoresistive cantilevers. Typ
ical dimensions for our present design are L, = 50-300 µm, 
Li = 7 µm, w = 8 µm, wh = 8 µm, and t = 1 µm. 

A detailed calculation of the piezoresistive sens1t1V1ty of 
a cantilever can be found in reference (2). To simplify the 
calculations, we have made the following assumptions: 

(a) The width of the transverse part of the cantilever
(where the tip is located) is small compared with the length of 
the cantilever (i.e. L2 is much smaller than L1). (Relevant 
cantilever dimensions are illustrated in Figure 4.) 

(b) The piezoresistor doping is uniform through part of
the cantilever thickness up to a step junction at depth d. 

(c) The piezoresistor is uniformly distributed across the
entire length of the cantilever. This reduces the sensitivity by a 
factor of 2 from the case where the resistor is concentrated at the 
base of the cantilever. 

where 

Under these conditions, the sensitivity is given by 

t!.RIR 

771 

E 

t 
LJ 

y 

'1R 

R 

3 7rL Et [3y 

4L/ 

is the relative change in cantilever resistance, 
is the longitudinal coefficient of 
piezoresistivity of silicon, 
is Young's modulus of silicon, 
is the thickness of the cantilever, 
is the length of the cantilever, and 
is the displacement of the cantilever tip. 

(I) 

Here � is an efficiency factor equal to I for the case where 
the piezoresistor is confined just to one surface of the 
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cantilever. If assumption (b) is satisfied, the value of 13 is given 
by 13 = (1 - dlt), where dis the depth of the piezoresistive layer. 
A thicker piezoresistive layer implies a lower value of 13-

Taking 1rr= 5. 7x10-10 m2/N (in the [110] direction for
boron-doped silicon at 5x10 18!cm3) [2),£= 1.7xl011 N/m2 [2), 
t = 1 µm, and d = 0.4 µm (implying 13 = 0.6), we can calculate the 
sensitivity for different cantilever lengths. The theoretical sen
sitivity, which varies as the inverse of the square of the length, 
has been calculated with no fitting parameters and is shown as 
the dotted line in Figure 5. 
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Figure 5: Sensitivity of piezoresistive cantilevers of various 
lengths. The dotted line represents the theoretical sensitivity 
calculated with no fitting parameters. 

We have tested cantilevers of various lengths to deter
mine their sensitivity. This was done by placing the cantilever 
on a piezoelectric actuator (which is part of a atomic force micro
scope) and modulating the cantilever support with the tip in  
contact with a fixed surface. Typical oscillation amplitudes 
were on the order of I 000 A. The response was measured with a 
simple full bridge circuit based on a Burr-Brown INA103 
instrumentation amplifier. This amplifier has an input noise of 
1 nV/✓Hz and a gain-bandwidth product of 100 MHz. We 
operated with a bridge supply voltage of 5 V (i.e. 2.5 V across 
each resistor) and a gain of I 00. Since the cantilever resistance 
was 5-30 kQ (depending on length and doping concentration), 
the power dissipated in the cantilever was 1 mW or less. 

The inferred values of tiRIR per angstrom are plotted in 
Figure 5.  Test results show an excellent agreement with theory, 
with tiR/R up to 0.75 ppm/A. In addition, these levels of sensi
tivity compare very favorably to those reported for other piezo
resistive sensors, while our device has much lower stiffness. 
Table 1 shows a comparison between one of our cantilevers and 
one from re£ (2). It is seen that while the two cantilevers have 
about the same tiRIR per A, our cantilever exhibits a more 
favorable force figure of merit due to its lower spring constant. 

L1 t measured ka MDDb FFOMC 

(µm) (µm) tiR/R per A (N/m) (A) (nN) 
This work 75 1 7.5 x10-7 1.5 0.5 0.075 

Ref.[2] 170 3.8 8.5 x10-1 16.4 0.2 0.33 

as 
b 

pnng constant 
Minimum detectable deflection in the 10 Hz-1 kHz bandwidth 

c Force figure of merit (= MDD x k)
Table 1: Comparison of piezoresistive cantilevers from this 
work and ref /2/ 

Figure 6 shows the noise spectrum of a 75-µm long 
cantilever. The observed noise floor of l.6x10-2 Al✓Hz is very 
close to the Johnson-limited noise floor of 1.3x10-2 Al✓Hz.
The 1/f noise performance is quite good: with its knee at about 
200 Hz, the integrated 1/f noise from 1 Hz to 200 Hz is only 
about 0.5 A. 

The inset of Figure 6 shows the response of the cantilever 
to a 100 A modulation applied with the AFM. The bandwidth 
used was 1 Hz-100 kHz, within which the minimum detectable 
displacement was less than 10 A. Since data pits on the poly
carbonate disk are typically 100-200 A in depth, piezoresistive 
readback of real data pits should be possible at this bandwidth. 
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Figure 6: Noise spectrum of 75-µm piezoresistive cantilever. 
Theoretical Johnson noise floor is shown as dotted line. 
Figure 6 (Inset): Cantilever response to JOOA modulation. 

Figure 7 shows a readback signal for one of our 75-µm 
piezoresistive cantilevers operated on a spinning test sample 
with 600-nm deep grooves. The bandwidth in this case was 
300 kHz, and the linear velocity was approximately 120 rnrnls. 
The waveform signal-to-noise ratio is excellent on these 600-nm 
deep grooves, although of course the feature depth will be much 
smaller for real data pits. Still, this demonstrates the basic 
feasibility of integrated piezoresistive readback on a rotating 
sample. 
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Figure 7: Readback signal obtained with 75-µm piezo
resistive cantilever operated on spinning test sample with 
600-nm deep grooves.
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INTEGRATED HEATERS 

The present cantilevers are made of single-crystal silicon, 
which has the advantage that a wide range of resistivity i s  
accessible through appropriate doping. This i s  very conven
ient for electrical heating, as it allows us to make the heating 
element and the leads of the same material. Another advantage 
is that the cantilevers are intrinsically low stress and have high 
thermal conductivity. Other approaches to micromachined 
heating elements include polysilicon (6) and nickel silicide (7). 

We create the heaters by implanting the cantilever with 
boron except for a gap at the end which is several microns wide 
(denoted by wh in Figure 4). This lightly doped region forms 
the resistive heater. An electrical pulse applied to the canti
lever will cause significant power dissipation in the heater 
region, giving rise to localized heating. . After the pulse has 
ended, the heat is dissipated mainly by conduction down the 
legs to the support. The heavy implant concentration is about 
1020!cm3 while the "heater" implant is about 10 17/cm3 . These 
boron implants are the same type as that used to form the piezo
resistors, and can thus be carried out during the same process. 

An analysis of the thermal properties of these cantilevers 
will be presented in the next section. We have demonstrated 
basic functionality of these cantilevers, as shown by the AFM 
micrograph in Figure 8. Sample data tracks were written with 
the resistive heater on a rotating polycarbonate sample. The 
writing was very reliable, and different-sized marks could be 
written by varying the pulse conditions. Typical pulse para
meters were 16 V, 20 µs, with a 11 kHz repetition rate. 

Figure 8: AFM image of sample data tracks 

THERMAL AND ELECTRICAL ANALYSIS 

We have measured the temperature variation of resistance 
of a 200-µm long cantilever with an 8-µm wide heater region. 
The cantilever chip was placed on a temperature-controlled 
chuck, and an HP4 l 55A semiconductor parametric analyzer 
was used to apply a low test voltage across the cantilever and 
to measure the resulting current. The calculated resistance is 
shown in Figure 9, curve (a). Note that the observed resistance 
is the total resistance of the heater region and the cantilever 
legs. To find the resistance of the legs alone, we measured a 
"control" cantilever that has no heater region-what would 
have been the heater region is now doped as heavily as the legs 
and contributes very little to the overall resistance (see Fig. 4). 

The resistance of such a "control" cantilever therefore corres
ponds to that of the legs, and its measured value at different 
temperatures is shown in curve (b) of Figure 9. Subtracting (b) 
from (a) gives curve (c), which represents the resistance of the 
heater region alone. Curve (c) will be used in conjunction with 
another measurement described below (see Figure 10) to help 
estimate the transient temperature behavior of the heater. 
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Figure 9: Resistance vs. temperature of 200-µm cantilever 
with 8-µm heater. Curve (a) shows total resistance of 
cantilever; curve (b) shows resistance of cantilever legs; 
curve (c) shows derived resistance of heater region alone 
(i.e. difference between (a) and (b)). 

Figure 9 implies positive temperature coefficients of 
resistance for the legs and the heater on the order of 0.1 %/° C 
and 0.3%/° C respectively. One would therefore expect that 
when a voltage pulse is applied to the cantilever, the resulting 
current would decrease as the cantilever heats up and increases 
in resistance. After the pulse, the resistance would gradually 
decrease to its room-temperature value as the cantilever cools. If 
a small DC test voltage is present across the cantilever after the 
pulse has ended, the resulting current would be expected to rise 
and approach a final room-temperature value as the cantilever 
cools. By measuring the instantaneous current during and after 
a voltage pulse, we can infer the transient temperature behavior 
of a heater-cantilever. The cooling rate of the heater corres
ponds to the thermal time constant and determines how fast 
successive marks can be written, i.e. the data rate. 

In one experiment, a 11 V, 5 µs heating pulse was applied 
across a cantilever similar to the one used to obtain Figure 9. 
The pulse was superimposed on a I V DC offset. The value of 

I V was chosen so as not to cause noticeable heating. The 
applied pulse is shown in Figure !0a. The instantaneous cur
rent that flowed through the cantilever was determined from the 
voltage across a I 00 Q series resistor, and the oscilloscope 
trace is reproduced in Figure 10b. As predicted, the current 
decayed during the pulse, indicating a rise in heater 
temperature. The time variation of the heater resistance can be 
derived, and the heater temperature can be estimated using the 
data in Figure I Ob as well as the resistivity-versus-temperature 
data in Figure 9, curve (c). The resulting estimate is shown in 
Figure !Oc. This type of electrical measurement has previously 
been used for characterizing micromachined elements [6] as we! I 
as commercial AFM cantilevers [8]. 
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Figure 10: Electrical measurements for estimating heater 
temperature during heating pulse. Curve (a): Applied voltage 
pulse (amplitude is 12 Vat time 5-10 µsand 1 Vat all other 
times). Curve (b): Measured current determined from voltage 
across 100-!1 series resistor. Curve(c): Derived heater 
resistance and temperature, on 20-µs time scale. The sections 
of the curve at 5-6 µs and 10-12 µs represent interpolated 
data, since actual data was obscured by excessive ringing. 
Curve(d): Derived heater resistance and temperature on 
longer time scale of 250 µs,  showing cooling time constant. 
Dotted lines show interpolated data for curves (c) and (d). 

To investigate the cooling time constant, we measured the 
current that flowed after the pulse as a result of the I V offset 
voltage. The derived heater resistance and temperature i s  
indicated in  Figure 10, curve (d). As expected, the resistance 
started out from a relatively high value just after the pulse has 
ended and, as the heater cooled, gradually decreased towards its 
room-temperature value. It is seen that the thermal time constant 
is about 40 µs, compared with 350-450 µs for a commercial 
silicon cantilever without a localized heater [8). 

Unfortunately, the circuitry for measuring the current 
produces excessive ringing for several microseconds after the 
pulse, making it difficult to extract meaningful data during that 
period. This calls for a supplementary method of measurement 
that provides adequate time resolution under such conditons. 
One possible choice is laser thermometry . 

Laser thermometry makes use of the fact that the optical 
reflectance of most materials varies with temperature. While this 
type of measurement is most commonly used with metals with 
up to picosecond-level resolution, in some cases it has been 
adapted for investigating semiconductor devices (9) such as 
SOI power transistors (10). In our experimental setup, a low
power laser beam is focused on a heater-cantilever, and the 
reflected power is measured at different points in time. The 
results are used to estimate the heater temperature and the 
thermal time constant. 

Because of the small laser spot size ( on the order of 3 µm), 
laser thermometry will allow us to investigate the spatial 
distribution of temperature along the cantilever with sufficient 
time resolution to follow the propagation of the heat pulse. In 
future experiments, we will use this technique to confirm 
thermal models of heat propagation in these cantilevers. 

0 50 100 150 200 250 

time(µs) 

Figure 11: Reflected laser power from heater-cantilever, 
under same conditions as Figure JO . 

Figure 11 shows the reflected laser power from a location 
near the end of the cantilever in response to a heating pulse. 
This curve shows two distinct phenomena: an oscillation at 14 
kHz, and a decay with a time constant of about 40 µs. We 
believe that the overall decay is related to the temperature 
coefficient of the reflectivity of the cantilever; the time constant 
for this decay is consistent with the resistance measurements. 
In addition, we believe that the oscillation is due to a thermally 
induced vibration; the frequency of this oscillation is consist
ent with the resonant frequency of the cantilever. The cantilever 
has a 1000-A oxide layer on top of a 1-µm silicon layer, so 
heating ought to produce a differential thermal expansion. 

To confinn this hypothesis, we have used a vibrometer 
(11) to study the pure mechanical behavior of a cantilever in
response to a heating pulse. In this technique, a laser
interferometer is used to measure the motion of the cantilever tip
with angstrom-level resolution. The output of the vibrometer
operated in velocity mode is shown in Figure 12. A decaying
sinusoidal oscillation is observed, confirming the mechanical
origins of the oscillation in Figure 11. From Figure 12 the
initial amplitude ofthe vibration can be estimated at roughly
350 A, with a :frequency of about 15 kHz. The difference in
observed frequency between Figures 11 and 12 is most likely
due to a slight mismatch in the length and thickness of the two
cantilevers being measured.
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Figure 12: Vibrometer output signal showing mechanical 
vibration of cantilever tip. 

As supplementary techniques to electrical measurements, 
laser thermometry and vibrometry make it possible to charac
terize the behavior of cantilevers in detail. Laser thermometry 
can provide spatially and temporally resolved measurements of 
cantilever temperature; laser vibrometry can do the same with 
regard to cantilever motion. Together, these two types of mea
surement will be useful for the development of improved canti
levers for thermomechanical data storage. 

CONCLUSIONS 

In this report, we have described two novel capabilities of 
AFM cantilevers. First, we have worked to add integrated 
sensing functionality onto low-stiffness cantilevers with inte
grated tips. A new process was developed which allows for 
considerably thinner cantilevers than previously possible, and 
should be scaleable to even thinner cantilevers. The measured 
sensitivity is in excellent agreement with predictions, so that 
we can calculate with confidence the type of cantilever needed 
to achieve a given level of performance. The current cantilevers 
are adequate to detect 100-200 A deep features in a roughly I 00 
kHz bandwidth. They also show excellent 1/f noise behavior. 

Figure 13: SEM image of fabricated cantilever array 

A heater process was also developed on separate canti
levers which allows for thermal writing without the need for a 
laser. Electrical and laser thermometry measurements were made 
which indicate for our 200-µm heater-cantilevers a thermal time 
constant of about 40 µs, or 10 times shorter than for commercial 

silicon cantilevers. One of the advantages of micromachining is 
that the components are batch fabricated, so that arrays of tips 
can be easily made. Figure 13 shows an array of four cantilevers 
fabricated on the same wafer as the other cantilevers. The opera
tion of cantilevers in parallel has already been demonstrated in 
AFM microscopy [12). Ultimately, the same concept may be 
used in AFM data storage to improve the level of performance. 
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ABSTRACT 

This paper reports on ultrathin single crystal silicon 
cantilevers with integrated in-plane tips for use in magnetic 
resonance force microscopy. Single crystal silicon cantilevers 
400-1700A thick and 100-150 µm Jong have been fabricated
from <100> oriented silicon-on-insulator wafers. These 
cantilevers are capable of detecting forces smaller than 10·16 N 
in a one hertz bandwidth and have Q values higher than 1 0,000 
at pressures below 10·5 Torr. In addition to these extremely thin 
flexural mode cantilevers, 900 A thick silicon nitride double
torsional mode oscillators have been fabricated as an alternative 
route to achieving high Q resonator performance. 

INTRODUCTION 

Atomic force microscope techniques have been adapted 
for the detection of a wide variety of surface phenomena [1-21 
Recently, a new technique known as magnetic resonance force 
microscopy (MRFM) [3] has been established as a viable 
method for performing three-dimensional magnetic resonance 
imaging with micrometer-scale spatial resolution. Both electron 
spin resonance (ESR) and nuclear magnetic resonance (NMR) 
have been demonstrated [4-8). By improving the 
micromachined cantilevers used for MRFM, we hope to extend 
the sensitivity and the spatial resolution to detect and image 
single electron spins with nanometer-scale spatial resolution. 

Figure 1 illustrates a future experiment for the detection of 
individual electron spins. The experimental setup shown is 
housed on a vibration isolation stage inside a vacuum can 
placed within a liquid helium dewar. Electron spins inside the 
sample are excited by a frequency modulated gigahertz 
magnetic field originating from a coil or microwave resonator. 
The frequency modulation periodically flips the direction of 
electron spins in resonance through a process known as 
adiabatic inversion [5]. Since the tip of the cantilever is coated 
with a thin ferromagnetic film there is a magnetic dipole-dipole 
interactio.n between the tip and electron spins. The oscillating 
spin direction excites the cantilever though this interaction force 
and the resulting motion is detected using a fiber interferometer 
aligned onto the cantilever paddle [91 

The interaction force which drives the cantilever is given by 

(l) 

where µ., is the magnetic moment of the electron spin and 
a B, I ax is the magnetic field gradient from the ferromagnetic 

_}\f isol
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Sample 
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Figure 1: Experimental magnetic resonance force 
microscope setup. 

tip. For a NiFe tip with a 500 A radius of curvature placed 150 
A above the sample surface, the interaction force is on the 
order of 10·16 N for a single electron. As described below, 
detecting such a minute force requires an extremely soft and 
high Q cantilever. Such a cantilever operated in the standard 
AFM orientation, parallel to the sample substrate, would be 
highly susceptible to "snap down" since van der Waals forces 
can be as high as 10 -9 N. However, if the cantilever is oriented 
perpendicular to the sample as shown in Figure 1 the snap down 
problem is reduced because the cantilever's stiff axis is then 
normal to the substrate [10 ]. In order to implement this 
geometry, it has been necessary to develop an in-plane tip with 
a radius of curvature under 500 A. In addition, the magnetic 
moment at the tip needs to point along the length of the 
cantilever. This requirement can be met by using tips with a 
narrow apex angle because this provides favorable shape 
anisotropy for producing magnetization parallel to the length of 
the cantilever. 

The force resolution is the most difficult requirement 
imposed by this experiment. The force resolution of a 
micromachined cantilever in non-contact mode is limited by 
thermo-mechanical noise [11 ]. In thermal equilibrium, the 
thermo-mechanical displacement for a single cantilever mode is 
related to temperature by the equipartition theorem 

(2) 
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a e , orce reso utton companson o cant1 evers at T bl I F I f 10 K 
Cantilever 
Description 
thick silicon £131 

silicon nitride 
target cantilever 

Length 
(µm) 
450 

60 
110 

Width Thickness 
(µm) 
4.5 I.Sum
10 800A 

5 sooA 

where k is the spring constant, k
8 

is Boltzmann's constant, and T

is temperature. At 5 K, a cantilever with a spring constant of 
10·3 Nim has thermo-mechanical displacement noise of 3 A. By
comparison, an interferometer can measure displacements 
smaller than 0.01 Al✓Hz [9]. Therefore, the thermo-mechanical 
noise, and not the measurement device, limits the minimum 
force that can be resolved from the cantilever's motion. 

Taking into account the spectral distribution of the noise, 
the minimum detectable force in a bandwidth ,1B is 

(3) 

where Q is the quality factor and f
0 

is the resonance frequency. 
Not all of the parameters in equation 3 can be optimized 
independently in order to improve the force resolution. Our 
MRFM experiments require that the cantilever resonance 
frequency fall between 5-15 kHz. The low frequency limit was 
chosen to reduce the influence of environmental noise while the 
high frequency limit was chosen to optimize the magnetic 
resonance signal lifetimes during cyclic adiabatic inversion [13 l 
This finite signal lifetime, on the order of 0.1-1 seconds, limits 
the minimum bandwidth we can use for a single measurement. 
Given the constraints on the resonance frequency, the force 
resolution can be improved by minimizing the ratio of k/Q for a 
given cantilever geometry. For a cantilever thickness t, and 
width w, the length can be chosen such that the resonance 
frequency is fixed at 10 kHz. The dependence of the minimum 
detectable force on the cantilever geometry and Q can then be 
expressed as 

(4) 

Clearly, the force resolution can be improved by reducing the 
cantilever thickness and width while maintaining high Q. 

In this work we address the issue of making very thin 
cantilevers that maintain high Q values. Previous efforts [12] 
have shown that it is difficult to fabricate extremely thin 
cantilevers ( t 5 2000 A) that have high Q values. One 
approach to obtaining a high Q is to use single crystal silicon 
rather than an amorphous material such as silicon nitride. 
Another benefit of using single crystal silicon is that internal 
stress gradients, that can arise in amorphous materials such as 
silicon nitride, are a concern when performing low temperature 
experiments. These stress gradients can cause curvature in a 
cantilever as it is cooled down to liquid helium temperatures, 
thereby causing an undesirable reduction in the fiber optic 
signal. 

Previous measurements by Hoen et al. [12] on silicon 
nitride cantilevers below 600 A thick have demonstrated Q 
values below 3,000 at room temperature and at 10 K More 

Frequency Q factor Spring constant Force Resolution 
(kHz) (10"3N/m) 00·11 N/✓Hz)

9.8 200,000 'X) 43 

30 16,000 0.8 12 
52 50,000 0.022 0.26 

recently we have measured Q values up to 16,000 for an 800 A 

thick silicon nitride cantilever at 10 K In contrast, we have 
repeatedly measured Q values above 50,000 on commercially 
available 1.5 µm thick single crystal silicon cantilevers at room 
temperature similar to those values reported for polysilicon [14-
15 ]. At temperatures below 10 K, the Q of these single crystal 
silicon cantilevers climbs to 200,000 [13 ]. Despite this high Q, 
the actual force sensitivity of these cantilevers is limited by 
their relatively high stiffness. 

The first two rows in Table I show a comparison of force 
resolution for these cantilevers and illustrate the tradeoffs 
between cantilever Q and cantilever stiffness. The third row 
represents cantilever performance that we wish to eventually 
achieve. Given the need for thin, high Q, low stress cantilevers 
we have investigated using bonded silicon on insulator (SOI) 
wafers for fabricating submicron thick single crystal silicon 
cantilevers. 

An additional route to improving the Q performance of 
thin oscillators is to modify their geometry. Previous work has 
shown that double torsional oscillators have extremely high Q 
values. In this geometry clamping losses to the substrate are 
reduced [16-18]. We have modified the basic geometry of a 
double-torsional oscillator so that it can be used as a force 
probe. Because of the difficulty involved in fabricating 
extremely thin silicon structures, we investigated the Q 
performance of a 900 A thick double-torsional silicon nitride 
oscillator and compared its performance with silicon nitride 
cantilever beams having similar frequencies and spring 
constants. 

SILICON CANTILEVER PROBES 

The cantilever processing begins with <100> oriented SOI 
wafers having a top silicon layer thickness of 2000-3000 A. 
Fabrication proceeds according to the processing sequence 
outlined in Figure 2. The top silicon layer is thinned down using 
a wet oxidation (Figure 2a). This top oxide is then removed in 
a buffered oxide etch (BOE) and the silicon layer is patterned 
using an SF 6 plasma etch (Figure 2b ). The details of row lateral 
tips are formed are described in the next section. Once the 
cantilevers have been patterned, polyimide is spun on the top 
side to protect them against scratching and as a final dry release 
layer. Openings in the backside oxide are patterned and the 
exposed silicon is etched anisotropically in 20% 
tetramethylammonium hydroxide (TMAH) (Figure 2c), TMAH 
was used rather than KOH because of its higher selectivity 
against etching the oxide mask and buried oxide layer which 
serves as a backside etch stop. The final release consists of 
removing the buried backside oxide in BOE and the remaining 
polyimide layer in an oxygen plasma (Figure 2d). Various 
cantilevers ranging in thickness from 400 A to 1700 A and up to 
200 microns long were made without any noticeable curvature. 
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a) Wet
oxidation

b) Pattern
cantilevers

c) Etch back

d) Dry release

e) Evaporate NiFe

Figure 2· Processing Sequence 

Figure 3: Finished "Spearhead" cantilever 

120 µm long and 0.17 µm thick. 

Figure 4: A cantilever tip formed by 

lateral oxidation sharpening. 

In addition to the dry oxygen plasma release process, we 

have successfully experimented with BOE wet release processes 
without the top polyimide layer. In this case, the final release 

step consists of critical point drying [19] to avoid meniscus 

forces which lead to surface adhesion of the cantilevers. 

FABRICATION OF IN-PLANE TIPS 

Three possible methods were considered for lateral tip 

formation: lateral oxidation sharpening, convex comer 

undercutting, and edge intersection from a double patterning 

procedure (Figure 5). The lateral oxide sharpening method is 

similar to that used by Yao and MacDonald [20-21] for out of 
plane tips. First a layer of silicon nitride greater than 1000 A 

thick is grown over the silicon and the cantilever geometry is 

a) Lateral oxidation sharpening

nitride 

I
□ Silicon

removal 

■ Silicon

Ji� Nitride

----+ 
□ Oxide

b) Convex comer undercutting

<411> 
>( planes

nitride 
removal i 

---.1 

c) Mask offset patterning

(blow up of the tip region) 

photoresist 
outline 

Figure 5: Three Lateral Tip Processes 

patterned with a tip geometry shown in Figure 5a. The silicon 

nitride layer serves as an oxidation mask. Next a 900°C 

oxidation is used to laterally oxidize the underlying silicon, 

pinching off the silicon to form a tip. Finally, the nitride layer 

is removed in phosphoric acid. This tip sharpening process has 

yielded tip radii under 500 A (Figure 3b) for tip apex angles of 

approximately 30 degrees. We found that smaller tip apex 

angles sometimes cause tearing in the top silicon nitride mask 

due to stress between the silicon nitride and oxide layers. 

A second possible method for forming lateral tips uses an 

anisotropic etch to define the tip. Silicon nitride is grown over 

the silicon cantilevers and patterned so that it protects all areas 

of the cantilever except for the end, leaving two exposed 

convex comers. An anisotropic etch such as KOH will undercut 
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these exposed convex comers, forming a tip at two intersecting 

<411> planes in the silicon [22). Although this method may be

very suitable for other applications requiring in-plane tips we did

not investigate this method further because the tip apex angle

between the intersecting <411> planes is limited to 62 degrees

which, as mentioned earlier, is not optimal with respect to

magnetic shape anisotropy once a NiFe film is evaporated.

Finally, a very successful technique we have explored 

involves both a double exposure and double etch to define a 

single in-plane tip [23) (Figure Sc). First a 1.0 µm layer of 

photoresist defines the cantilever with a 0.5 µm rounded tip. 

The cantilever is patterned as usual in an SF 
6 

etch. The first 

photoresist mask is stripped and a second photoresist mask 

containing the same pattern is applied again but shifted laterally 

by I µm. The second dry etch forms a tip at the intersection of 

the sidewall formed during the first etch. This process can be 

used to form tips with radii below 500 A and with high aspect 

ratios. In addition, these tips can be fabricated using many 

different materials including silicon nitride. The vertical 

sharpness of the tip is limited only by the thickness of the 

material. We have found this process to require significantly 

shorter processing times and has improved tip-to-tip uniformity. 

Evaporation was used to place ferromagnetic material m 
the end of the tip. However because these cantilevers are 

extremely thin, simple evaporation onto one side of the tip can 

cause dramatic bending of the tip even for film thickness below 
350 A over tip lengths of only a few µm. This is caused by the 

tensile stress of the film that develops during deposition. 

Therefore, in order to place magnetic material such as Ni, Co, 

or NiFe at the end of a sharp tip, we have developed an edge-on 

evaporation technique shown in Figure 2e. Edge-on evaporation 

maximizes the amount of material deposited onto the very end 
of the tip and reduces material deposited along the length of the 

cantilever. Furthermore, edge-on evaporation balances the 

amount of material deposited on both sides of the tip. During 

evaporation, the side that receives the greater flux of material 

will tend to bend away from the source, increasing the 

deposition rate onto the opposite side. This self-correcting 

process causes no noticeable bending provided the cantilever is 

aligned perpendicular to the evaporation source before the start 

of the evaporation. Figure 3 shows a finished cantilever after 

edge-on evaporation. 

DOUBLE-TORSIONAL SILICON NITRIDE PROBE 

To fabricate the double-torsional probe, a layer of low 

stress silicon nitride 900 A thick was grown on top of a <100> 

oriented silicon wafer and patterned as shown in Figure 6. The 

exposed silicon surrounding the silicon nitride oscillators was 

etched in a solution of 20% TMAH until the entire silicon 

nitride structure was undercut leaving it supported by the 4 µm 

wide beam running vertically through Figure 6. The oscillators 

were stored in water and finally released using critical point 

drying. The geometry was chosen such that moments of inertial 

about the central supporting beam are balanced. The inner 

torsional element has a tip which extends past the outer 

oscillator in order to allow sample approach. The high Q 

torsional mode results from counter oscillation of the outside 

frame and the inside probe. 

aligned to the middle paddle 

beam support in Figure 6. 

The fiber interferometer was 

located to the left of torsional 

Figure 6: Optical micrograph of the double torsional force probe. 

The torsional beam supports the structure at both ends and is 4 J.m 

wide and over 200 µm long. 

Q MEASUREMENTS 

A fiber optic interferometer was used in an evacuated bell jar to 

perform room temperature Q measurements. Q values were 

determined by measuring both decay times and amplitude vs. 

frequency curves. Figure 7 shows typical Q vs. pressure results 

for a bare silicon cantilever (no magnetic coating) that is 0.3 

µm thick with a resonance frequency of 30 kHz. The lowest 

pressure shown in Figure 7, 2xJ0·3 Torr, was the lowest

obtainable inside our bell jar and clearly shows that the highest 

measured Q value of 18,000 was still pressure limited. 

Lower pressures (below 10·5 Torr) were obtained inside a

low temperature vacuum apparatus. Q vs. temperature 

measurements are shown in Figure 8 for a bare silicon 
cantilever with the same dimensions as shown in Figure 3 and a 

resonance frequency of 14 kHz. The Q increased monotonically 

as temperature is decreased due to freeze-out of energy 

dissipation mechanisms. At 5 K and 1 0 .,; Torr, Q values as high 

as 26,000 were measured. After coating this cantilever with 350 

A of NiFe, a Q of 22,000 was obtained at low temperature. 

These Q values represent the largest we have measured 

for a cantilever below 0.2 µm in thickness, but they are still 

lower than the Q of 200,000 we have measured for 1 .5 µm thick 

silicon cantilevers [ 13]. We attribute the lower Q in the thinner 

cantilevers to the greater importance of surface losses which 
may arise from surface dislocations and other microscopic 

imperfections. One possibility for increasing the Q is to do a 

forming gas anneal in order to reduce the surface dislocations 

and dangling bonds that may limit the cantilever Q. 

In order to calculate the noise sensitivity of these soft 

cantilevers it is necessary to determine their spring constants. 

Attempting to measure load vs. displacement curves is 

impractical given that forces below 10·11 N would need to be 

applied directly at the tip. A more precise method for 

determining the spring constant is to directly measure the RMS 

thermal vibration noise. At 7K the RMS thermal noise 

amplitude was 2 A, giving a spring constant of about 2xI0·3 Nim.

Neglecting variations in the beam shape from the paddle and 

tip, this value is within I 0% of that predicted by simple beam 

theory. 

Using the measured values for the spring constant, 

frequency, and Q, the calculated force resolution of the 

cantilever (shown in Figure 3) was 2xJ0·17 N✓Hz at IO K. This 
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force resolution is the best we have measured and should be 
sufficient for single electron spin detection. 

Q 10000.00 

1000.00 -+-----------------

0.001 0.01 0.1 

Pressure (Torr) 

Figure 7: Q vs. Pressure for a 0.3 µm thick silicon cantilever 
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Figure 8: Q vs. Temperature for a 0.17 µm thick cantilever. 

Lastly, the Q performance of the double torsional 
oscillator shown in Figure 6 was investigated. At IO K there 
were four high Q modes ranging in frequency from 4.8 to 23 
kHz. The highest Q modes at 4.8 kHz and 17.5 kHz had Q 

values of 20,000. This oscillator has the highest Q we have 
measured for silicon nitride oscillators of comparable thickness. 
this result is 25% greater than that obtained for a simple silicon 
nitride cantilever beam (Table I). The mode of oscillation 
( flexural vs. torsional) and cantilever geometry continue to play 
a role in determining the Q for these extremely thin oscillators 
However, we note that the Q improvement we measured is not 
as pronounced as improvements reported by Buser [ 17] for much 
thicker silicon oscillators. 

SURFACE MEASUREMENTS 

These cantilevers must maintain their high Q as the tip 
approaches a sample surface in order to maintain high force 
sens1t1v1ty. Sample approach measurements taken at room 
temperature inside a bell jar indicate that these cantilevers 
maintain relatively high Q until surface interactions begin to 
introduce damping 100-1000 A from the sample. Approach 
measurements also show an increase in the natural resonance 
frequency of the cantilever due to van der Waals forces. This 
behavior is similar to that seen by Gregor, et al. [24] in which a 
tapered fiber optic tip was driven at resonance over a sample 
surface. 

1n order to verify that the end of the tip was magnetic after 
the edge-on evaporation, these cantilevers were used to image 
the bit patterns on a disk drive sample. The resonance frequency 
of the cantilevers was sensitive to magnetic field gradients in 
the lateral direction shown in Figure 9. Figure 10 shows a 
magnetic force microscopy (MFM) image of disk drive tracks 
taken approximately 5000 A above the surface by measuring the 
phase of the cantilever oscillation while it was driven at a 
constant frequency of 12 kHz to a vibration amplitude of I 00 A.

tip 

vertical 
cantilever 

magnetic field lines 

sample 
___. magnetic 

.._ ___ .._ _______ _._ ___ _. domains 

Figure 9: Illustration of the magnetic force microscopy technique. 

Figure IO: Imaged 8 µm wide disk drive track. 
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CONCLUSIONS 

We have investigated both flexural and torsional mode 
oscillators for magnetic resonance f<rce microscopy. In 
particular, we demonstrated ultrathin single crystal silicon 
cantilevers with sharp in-plane magnetic tips that are operated 
perpendicular to the substrate. Three techniques for making in
plane tips have been explored yielding tip radii below 500 A 
and narrow tip apex angles. The predicted field gradients from 
these in-plane magnetic tips should produce interaction forces 
as high as 10·16 N for a single electron spin. In a one hertz 
detection bandwidth, the force resolution of these cantilevers 
approaches 10·17 N. Thus, single electron magnetic resonance 
force microscopy should be feasible. 
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ABSTRACT 

A fully integrated magnetically actuated micromachined 
relay (microrelay) has been fabricated and tested. Fabricated 
devices range in size from 6 mm x 7 mm to 7 mm x 7.4 mm. A 
coil current of 600 mA actuates the microrelay, with a coil 
power dissipation of 320 mW. The ON resistance of the 
microrelays is typically less than 30 Q, with values as low as 
0.85 Q observed under electromagnetic operation. A contact 
resistance of 0.017 Q was observed under mechanical actuation. 

INTRODUCTION 

Due to parasitic effects and offset voltage injection in  
solid state relays, electromechanical relays remain widely used 
in a variety of applications such as data acquisition boards and 
aircraft and automotive control circuitry. Micromachined 
versions of these relays (microrelays) are desirable due to their 
potential for smaller size and batch fabrication. 

Micromachined silicon switches were demonstrated in  
1979 by Petersen [1]. These devices were bulk micromachined, 
electrostatically actuated, and contained metal contacts in order 
to reduce contact resistance and increase current carrying 
capacity. More recently, electrostatic polysilicon microrelays 
have been achieved [2,3]. These devices have a contact 
resistance of approximately 10 kQ, and a carry current of less 
than IO mA. More recent versions of electrostatically-driven 
microrelays with metallic contacts and lower contact resistance 
have also been reported [4-7]. These devices have the 
advantage of higher carry currents, and cycle lifetimes on the 
order of 108 [5]. Another recently-reported microrelay device 
employs the use of a mercury droplet to eliminate some of the 
contact resistance issues, such as contact force, wear, and 
oxidation [ 8]. This device was reported to have a contact 
resistance of less than 1 Q, with a carry current of 20 mA. 

Lower actuation voltages may be useful in many 
applications, such as automotive applications in which low
voltage, high current electrical systems are present. 
Magnetically-driven microrelays, which have lower actuation 
voltages, may satisfy these constraints. Previously reported 
magnetic microrelays [ 9-11] do not have fully integrated 
magnetic coils. Instead, these devices either require an external 
coil for electromagnetic actuation or integrated heating coils 
which act to demagnetize portions of an externally-driven 
magnetic circuit and results in a switching action. The use of a 
fully integrated magnetically actuated microrelay design 
combines the manufacturing, cost, and size benefits of full 
integration with the benefits of magnetic actuation. In 
addition, these devices offer the potential for plug-in 
replacement of conventional reed or other relays in current 
designs. Our approach is to use micromachining techniques to 
realize a magnetically-driven microrelay. 

DEVICE CONCEPT 

Figure 1 shows a schematic top view of the microrelay. 
The basic structure of the microrelay consists of a zigzag or 
meander coil which winds over an insulated lower magnetic 
core, made of a soft magnetic material, and through soft 
magnetic material side cores. The coil is electrically insulated 
from the magnetic materials. The entire coil and core structure, 
which is also electrically insulated on the top, can be thought of 
as an integrated driving electromagnet. There are two contacts 
on top of the electromagnet. In order to achieve a relay action, 
the two contacts are alternately electrically connected and 
disconnected by a movable conducting platform, which i s  
integrated with the structure using surface micromachining. 

Figure 1: Schematic drawing of microrelay (top view) 

The basic operation of the device is as follows. A current 
flows through the coil and generates a magnetic flux which 
creates a force on the upper magnetic movable plate. This force 
causes the upper plate to move downwards and connect the two 
contacts which results in a switching action. When the coil 
current is turned off, the mechanical stress in the arms generated 
by the downward movement of the plate forces the upper 
magnetic plate to rise from the contacts, thus opening the relay. 
Figure I shows a four-beam upper plate support configuration; 
however, other devices with varying beam numbers and 
geometries (including cantilever-type devices) have also been 
realized. 
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THEORY 

A cross section of the generalized actuator is shown in  Figure 2 .  Each of  the slots of the structure contains N electrical conductors, each of which carries current I. Assuming linearity, an expression for the normal (y-direction) force between the stator and armature may be obtained as follows. For the actuator being described, the width of a tooth, a, and the actuator length, 1, are both relatively large compared to the gap, g, so that the effects of fringing are small and are neglected in the analysis. The permeability of the stator and armature iron is assumed to be large enough that the reluctance of the iron can be neglected. 
A 

actuator armature 

actuator stator --laf2 b 
I 

C d 

Figure 2: Side view of theoretical actuator with definitions of 
dimension variables included. 

The magnetic reluctances of the air gap regions numbered 1 ,  2, 
3, 4 in the figure are: 

(1) 

(2a,b) 

The combined permeance of air gap regions 2 and 3 is: 
(3) 

Similarly: 
Pi 4 

= _1_ + _1_ = µ0
al + µ0

el = µ0
1 

( a + 2e)
' 9\1 9\4 2g g 2g (4) 

The reluctances of regions 2,3 and 1,4 are then: 
(5a,b) 

The total air gap reluctance is: 
9i 9i 9i 2g{ 1 1} 2g{2c+a+2e}(6)

'"'"1 1·4 
+ 

2•3 µ
o
Z a+2e + 2c µ

0
l 2c(a+2e)

so that the total air gap permeance becomes: 

P. =-1-= µ0
l 

{ 2c(a + 2e) } = µ0
cl (a+ 2e) (?) 

total 
9irowl 2g 2c +(a+ 2e) g (a+ 2e) + 2c

The total magnetic flux is the magnetomotive force, F = NI, multiplied by the total air gap permeance, viz: 
cl> total 

= N/Ptotal

The total flux is then: 
cl> =NIP 

_µ0
Nlcl (a+2e) 

total total g ( a + 2e) + 2C 

The flux, ;>., linking the conductors is: 

A=N<l> =µ0
N

2Icl (a+2e)
total g (a+2e)+2c 

(8) 

(9) 

(10 ) 

The inductance is defined as the flux linkages per unit current: 
L= A= µ0

N2
cl (a+2e)

· I g ( a + 2e) + 2c 

The magnetic energy, W, is: 

W=_! ll2 = µ0 (NI)2
cl (a+2e)

2 2g (a+2e)+2c 

The normal (in the y direction) force on this section of the armature is therefore: 

F = dW = -µ
0
(Nl)2

cl (a+2e) 
Y dy 2g2 ( a + 2e) + 2c 

(11) 

(12) 

(13) 

The equations derived above were used to estimate the force generated on the upper plate. The relay air gap was sized to be small compared with other characteristic lengths, in order to minimize the effects of leakage flux. Typical relay geometries considered in this paper had initial forces on the upper plate in the 1 -10 mN range as calculated using the above equations. This force must be used both to overcome support beam flexure resistance as well as provide contact closure. From [9], it was estimated that a contact closure force of at least 200 µN is required for reliable relay operation; the compliance of the upper plate support beams was calculated using this criterion. The coils were designed to carry a minimum of twice the estimated actuation current. Contacts were designed to obtain low contact resistance through the use of large contact areas. For this relay prototype, no effort was made to optimize the contacts for maximum lifetime or minimum resistance. 
FABRICATION 

Fabrication is based on standard polyimide mold electroplating techniques [ 12]. Figure 3 depicts the major fabrication steps. The fabrication begins by deposition of a seed layer onto the substrate followed by electroplating of a 
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permalloy lower magnetic core through a patterned polyimide 
mold. The lower core is then insulated with polyimide, and a 
copper coil is electrodeposited and insulated. The polyimide 
between the coil lines is removed with a standard plasma 
etching process, and the magnetic side cores are deposited in 
these cavities using the bottom magnetic core as the 
electroplating seed layer, forming the electromagnet. The 
entire electromagnet is then further insulated and planarized. 
Figure 4 shows a close-up of the completed electromagnet prior 
to contact and movable plate deposition. Contacts are 
deposited above the electromagnet, and a photoresist sacrificial 
layer is patterned over the contacts and electromagnet. An 
electroplating seed layer is deposited over the photoresist, and 
the upper magnetic plate is electrodeposited through a second 
photoresist mold. All photoresist and seed layers are then 
removed to release the upper magnetic plate. A 
photomicrograph of the completed and released microrelay is 
shown in Figure 5. 

r 
(B) 

(C) 

(D) 

(E) 

(F) 

(G) 

(H) 

rZ] 
Nickel-Iron

■ Coil Conductor
magnetic core 

� 
Movable Magnetic Polyimide 
Upper Plate 

� Fixed Contacts II Sacrificial Layer

Figure 3: Fabrication sequence for the microrelay. (a) after 
deposition of plating mold for lower magnetic core; (b) after 
deposition of lower magnetic core; (c) after deposition of coil; 
( d) after formation of side cores; ( e) after contact deposition; (f)
after sacrificial layer deposition; (g) after deposition qf upper
magnetic plate; (h) completed device.

Figure 4: Photomicrograph of a fabricated electromagnet, top 
view. The darker serpentine regions are the coils; the light 
regions are the permalloy side cores. 

Figure 5: Photomicrograph of a completed magnetic 
microrelay, top view. The relay is shown next to a dime for 
comparison. The upper magnetic plate is suspended by four 
arms over the contacts. The upper magnetic plate is 2.2 mm b y  
3.4 mm. The beams are 200 µm in width, and 2 mm in length 
( I mm from plate to the tum in the beam, and I mm from the 
turn in the beam to the anchor point). 

RESULTS 

The average coil resistance was less than 1 n, depending 
on coil size and thickness. The microrelay coils have been 
tested up to 1.8A DC for several minutes and showed no signs of 
failure. Two types of plate suspension were tested: a four-arm 
bridge suspension as shown in Figure 5, and a two-arm 
cantilever type suspension (i.e., the relay as shown in Figure 5 
but with the upper plate supported by two arms, both of which 
were on the same side of the suspended plate). The beam 
geometries for each type of suspension were varied. In addition, 
two operating modes of the relay were investigated: one in 
which the movable plate bridged both lower contacts, and one 
in which the movable plate formed one of the contacts and the 
lower contacts formed the second contact. The first operation 
mode has higher contact resistance but no current must flow 
through the movable plate support arms; the second operation 
mode has lower contact resistance since only one interface is 
formed upon relay closure. All types of suspensions and 
operating modes produced successfully actuating and functional 
relays. As expected, the more flexible cantilever-type 
suspension required lower actuation currents, and the second 
operation mode had lower contact resistance. For a typical 
cantilever-type device, with beam dimensions of 200 µm width 
and 2 mm length, actuation was achieved with a 500 mA coil 

233



current, although the lowest contact resistances were observed 
at 600 mA. For a bridge-type device, i.e., with four suspension 
arms, actuation required 1200 mA. For a typical cantilever type 
device with a 0.87 Q coil, the actuation power (i.e., power 
consumed by the coil) was 320 mW at the 600 mA actuation 
current. 

Measurements of the microrelay contact resistance under 
magnetic actuation were performed in air using a DC multimeter. 
"ON" resistances as low as 0.85 Q, with typical values of 5-
10 Q, were seen repeatedly. These results were observed on 
several different relay designs, including cantilever and bridge 
suspensions. The "OFF" resistance was infinite; no current flow 
was observed with voltages in excess of 10 V applied across the 
contacts. 

A long-term reliability test of the relay was performed 
using a computer-controlled actuation and measurement setup. 
Figure 6 shows reliability test results for a typical cantilever
type device. In Figure 6, the "ON" resistance of the relay as a 
function of number of trials is shown. For the first 9,000 trials, 
the device is operating in the first mode (plate bridging two 
contacts); for the second 8,000 trials, the device is operating in  
the second mode (plate acting as  one contact); the shift in 
contact resistance between mode operation shows the 
importance of the contact surfaces on the contact resistance of 
the microrelay. A vertical line extending to the top of the graph 
indicates an open circuit when current is applied to the driving 
coils, i.e., a failure of the relay to close. After an initial burn-in 
period, the device showed more than 14,000 operations with 
only one missed switching operation (defined as a contact 
resistance in the "ON" state of more than 300 Q). Above 15,000 
operations, several more failures were observed. The test was 
arbitrarily terminated at 17,000 operations, at which time the 
relay was still functional. 

0 4 8 16x10 
3 

Trial Number 

Figure 6: Lifetime results for a cantilever beam upper 
magnetic plate relay. The actuation current was 600 mA. 

Testing the relay with an active load which could be varied 
between 10 and 60 mA has also been performed. A cantilever 
type relay operating at 600 mA coil current was able to  
repeatedly switch a 10 mA DC load. The maximum load 
switched by any relay design was 60 mA at a coil current of 800 
mA. The actuation time was measured to be less than 10 msec. 
Release times were measured to be 25 msec. Localized contact 
damage was observed upon application of a 30V DC signal. The 
contacts when closed mechanically (non-switching) had a 
contact resistance of 0.017 Q and could carry 4.5 A of current 
for 2 minutes before failure occurred, and 3 A repeatedly without 
failure. Although these large carry currents have not yet been 
switched, it should be noted that these carry currents are well 
above the maximum I A of conventional reed relays, and 
comparable to small size armature relays. 

CONCLUSIONS 

A fully integrated magnetically actuated micromachined 
relay has been fabricated and tested. Actuation of the microrelay 
occurs at 600 mA coil current, 320 mW coil power for a 
cantilever type upper plate. These coil power levels are 
comparable with armature relays, and within a factor of ten when 
compared to typical reed relays. The contact resistance of the 
microrelay is less than 30 Q. Preliminary lifetime tests show 
that the microrelay can operate over 14,000 cycles with only 
one failed switching action. The microrelay has shown the 
ability to repeatedly switch up to 60 mA electromagnetically, 
and in excess of 3A with mechanical actuation. 

In these prototype microrelays no attempt has been made 
to address contact issues. In addition, the coil has not been 
optimized for minimum resistance. The resultant improvement 
in efficiency when the coil and contacts are optimized may lead 
to fully integrated magnetically actuated micromachined relays 
with characteristics that compare favorably to conventional 
reed and armature devices. 
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ABSTRACT 

A micromachining compatible Teflon electret technology 
has been developed. The electret material used is thin film 
spin-on Teflon. A pulsed electron gun, called the Back-Lighted 
Thyratron (BLT), is used for charge implantation. A charge 
compensation method is used to measure the charge density of 
the electret. The electret has a saturated charge density on the 
order of 10 4 C/m2

• A prototype silicon micromachined electret 
microphone has been fabricated and tested. An open circuit 
sensitivity of 0.3 mV/Pa has been achieved for a hybrid 
microphone package. 

INTRODUCTION 

An electret is a dielectric that produces a permanent 
external electric field which results from permanent ordering of 
molecular dipoles or from stable uncompensated surface or 
space charge. E!ectrets have been the subject of study for their 
charge storage characteristics as well as for their application in 
a wide variety of devices such as acoustic transducers, 
electrographic devices, and photocopy machines. To 
incorporate electret technology into micromachining technology 
is an attractive idea for the fabrication of small, self-powered 
devices. We have developed and demonstrated a technology to 
make thin film electrets using micromachining technology. The 
use of such a technology has been demonstrated in a 
micromachined microphone which can produce a signal without 
the need for external biasing. This reduces the system volume 
and complexity. 

ELECTRET FABRICATION 

The electrets fabricated in our laboratory are made from 
Du Pont spin-on Teflon® AF 1601S. The Teflon dielectric film 
is prepared by spinning at 2 krpm and baking at 250 °C. The 
resulting dielectric film is approximately l µm thick with 
surface roughness of less than 2000 A across the wafer. For 
time spans longer than usual processing times, the adhesion of 
the Teflon film to different material surfaces such as silicon, 
silicon dioxide, silicon nitride, copper, go! d, and chrome is 
satisfactory in the presence of chemicals frequently used in 
MEMS fabrication, such as water, photoresist developers, 
acetone, alcohol, HF and BHF. If necessary, the Teflon film 
can be patterned using oxygen plasma. 

To form electrets, we have investigated the new use of 
the Back-Lighted Thyratron for electron implantation into the 
thin film Teflon. The BLT [1-2] structure we have designed 
(Figure 1) consists of two electrode plates with hollow back 
cathode and hollow back anode. The two electrodes facing 
each other have a diameter of 75 mm and a center aperture of 5 
mm. The electrodes are separated by a 5 mm thick insulating

plexi-glass plate. The structure is filled with a low pressure gas 
such as hydrogen or one of the noble gases to a pressure of 50 
to 300 mTorr. The device is triggered optically by an 
ultraviolet light pulse applied to the back of the cathode. The 
ultraviolet light generated by a flashlamp passes through a 
quartz window into the back of the cathode. This initiates the 
formation of an electron beam which is directed towards the 
thin film Teflon sample. 

UV light 

E-field

center aperture 

electron 
beam 

quartz window 

75mm 

Figure 1. The Back-Lighted Thyratron. 
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Figure 2. The BLT charge implantation system. 
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Our in-house BLT is constructed on top of a vacuum 
chamber with a triggering UV flashlamp at a distance of 2 cm 
away from the quartz window as shown in Figure 2. The BLT 
cathode is biased at a high negative potential for beam 
acceleration. The electron beam pulse is directed to the 
sample which is 12 cm away from the beam exit. With a beam 
divergent angle of 6

°

, the beam diameter is 1.75 cm at the 
sample surface [2]. Integrating a dielectric tube at the beam 
exit has the effect of collimating and focusing the electron 
beam [3]. The bias potential is adjusted according to the 
desirable range of electrons in the Teflon film. In the case of I 
µm thick Teflon film, the electron beam energy is set at 10 keV 
which gives an implantation depth of approximately 1 µm [4]. 

stationary electrode 

•·· C 

oscilloscope 

voltage source to 
apply compensation 
potential, U0 

34MQ 

electret 

(a) 

..... j vibrating 
· · "telectrode

(b) 

electret sample 
on vibrating 
electrode 

Oscilloscope Channel 2 
(I MQ input impedance) 

Figure 1 (a) The setup used to measure the charge density of 
electret sample. (b) Charge compensation circuit. 

ELECTRET CHARACTERISTICS 

To measure the charge density, a setup consisting of a 
PZT stack and a micrometer controlled stationary electrode was 
constructed (Figure 3a). To confine displacement in the z
direction only, the PZT is integrated into a flexure hinge made 
of 304 stainless steel and machined by electrical discharge 
machining (EDM). The movable part of the flexure hinge 
weighs 30 g and has a spring constant of 1.53 x 10 6 N/m. The 
PZT driver deforms 15 µm at l 00 V and can be driven by a 
maximum voltage of 150 V. The linearity of the displacement 
of the PZT caused by hysteresis is 10%. The PZT is driven by 
a unit consisting of a periodic source and an amplifier. The 
amplifier is a class-B push-pull type amplifier specially 
designed for capacitive loads. An eddy-current sensor is 
integrated into the micrometer for monitoring and double 
checking the dynamic and static displacement. The test 
sample is prepared using a 1.2 cm x 1.2 cm silicon die 
evaporated with 2000 A of Cr/ Au. A 1 µm thick layer of 
Teflon® AF 1601S is coated on the Au surface and is then 
implanted with IO keV electrons using the BLT at 420 mTorr of 
helium. 

r·-- - r - ---1· - --r - ----r-- ---�-�·······--·-1-·--- r·-- --,----r ,- -:· -· ;-------!·--··";� 1 chaniiel2--j

1; ' � . i - - ' -- - ���•Ondf� 
r I • • 1 

-�� 
Channel I: PZT driving signal (S:OO V/div.) 2.00 ms/div. 
Channel 2: sample generated signal (50.0 mV/div.) 

(a) 

Channel I: PZT driving signal (5.00 V/div.) 2.00 ms/div. 
Channel 2: sample signal compensated by 3 V (5.00 mV/div.) 

(b) 

Figure 4. (a) A PZT driving signal and the induced sample 
signal. (b) The same PZT signal and the compensated sample 
signal. 

The electret sample is fixed on top of the vibrating 
flexure hinge. The signal generated by induced charges on the 
stationary electrode due to the vibrating electret is then 
displayed on the oscilloscope (Figure 3b ). By applying a 
compensation potential, U0 , between the two electrodes the net 
electric field in the air gap between the vibrating and stationary 
electrode can be reduced to zero. The signal generated by the 
induced charges thus becomes zero. The effective surface 
charge density, p,ff, of the electret sample is then given by [5]: 

where &o is the permitivity of air, s = 1.9 is the relative 
permitivity of the Teflon film and t is the electret thickness. 
Figure 4a shows a typical PZT driving signal at 100 Hz and the 
signal generated by the electret sample. Figure 4b shows the 
generated ac signal being compensated to zero by the 
application of a compensation potential, Ur,. Depending on the 
number of electron pulses, the charge density of an electret
sample ranges from 2xl0-5 C/m2 to 2xl0 4 C/m2

• The maximum
charge density we have obtained is comparable to what has 
been reported for Teflon films [ 4-6]. 

It is found from experiment that at room temperature the 
electret initially undergoes a 10-20% drop in total charge 
density a few hours after the implantation, but then stabilizes 
afterward as shown in Figure 5. Some samples were monitored 
at room temperature over a period of six months (the longest 
observation time so far up to the point of this paper) and oo 
detectable charge decay was observed. Samples have also 
been tested for charge decay at elevated temperatures. Curve 
(a) of Figure 6 shows the charge density of a sample at 100 •c
for 16 hours. The initial significantly large 40% drop in the
charge density is due to the elevated temperature. However,
even at 1 00 °C the charge stabilizes after the initial drop to a
rate which is not measurable within the time span of the
experiment. The same electret sample is then monitored for
charge decay at 120 •c as shown by curve (b) of Figure 6.
Again there is an initial drop in charge density, but the charge
stabilizes after a few hours. The same trend is observed for the
same sample at 140 •c, as illustrated by curve (c) in Figure 6.
Although only short term data has been available so far, the
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charge decay data obtained at room and elevated temperatures 
suggest that a stable electret can be formed using Teflon® AF 
and the BLT. 
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Figure 5 Charge density in Teflon® AF electret at room 
temperature. 
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Figure 6. Charge density in Teflon® AF electret at elevated 
temperatures. 

ELECTRET MICROPHONE 

To demonstrate the self-powering capability of a MEMS 
compatible electret device, a micromachined electret 
microphone has been fabricated and tested. The fabrication of 
the membrane part of the microphone begins with a wafer 
coated with I µm thick low stress LPCVD nitride. It was first 
anisotropically back-etched to form a 3.5 mm x 3.5 mm free 
standing nitride diaphragm. The front side of the diaphragm 
was then evaporated with 2000 A thick Cr/ Au through a 
physical mask to form the membrane conductor. The Teflon 
film was then spun on. Electrons of 10 keV energy were 
implanted into the Teflon using the BLT. The back plate 
electrode was fabricated starting with a wafer coated with 3 µm 
thermal oxide. Portions of the oxide layer were etched to 
create etching windows which extended to the silicon substrate. 
A timed KOH etch followed, creating a 3 µm deep recess in the 
silicon substrate. This forms the air gap of the capacitive 
microphone. A 3 µm thick thermal oxide was then grown. A 40 
x 40 array of cavities for reducing the air streaming resistance 
[7] was then formed by anisotropic followed by isotropic etching
through the patterned oxide. Each cavity has a 30 µm diameter
opening and a half-dome shaped hole 80 µm in diameter and 50
µm deep. Lastly, a 2000 A thick Cr/Au electrode in the back

plate was evaporated using a physical mask. Figure 7 shows 
the process flow of the micromachined microphone. The 
fundamental resonant frequency of the microphone membrane 
with Cr/Au electrode and Teflon film was measured using a 
laser Doppler vibrometer. The fundamental resonant frequency 
was found to be around 8 kHz. The microphone membrane and 
back plate are shown in Figure 8a. A portion of the back plate 
cavity array with conducting gold is shown in Figure 8b. The 
hybrid microphone package is illustrated in Figure 9. The two 
halves of the microphone are mechanically clamped together 
and are enclosed in a metal box that provides EM shielding. 

Microphone Membrane Microphone Back Plate 
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Figure 7. The process flow for the electret microphone. 
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Figure 8. (a) The microphone diaphragm and back plate. 
(b) Part of the microphone back plate cavity array with the Cr/Au
electrode.
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To reduce the stray capacitance, the electrode area was 
designed so that it only covered a fraction of the membrane and 
back plate area [8]. Only a 2 mm x 2 mm square Cr/Au 
electrode was used to cover the center part of the 3.5 mm x 35 
mm diaphragm and 4 mm x 4 mm perforated back plate. The 
fraction of the back plate area occupied by the cavity openings 
is 0.07. The streaming resistance, R,,, is calculated to be 0 .03 
Ns/m [7, 9]. The cut-off frequency (fc = 13.57 cr h I {21t R0}, 

where cr = 100 MPa is the nitride diaphragm stress and h = l 
µm is the diaphragm thickness [9]) is calculated to be 
approximately 7.6 kHz. 

acoustic aperture 

SiOi spacer cavity 

Figure 9. The hybrid microphone package. 

The theoretical capacitance of the microphone is 7 pF 
with the 4.5 µm air gap, the I µm thick Teflon electret and an 
electrode area of 4 mm2

• Using a Hewlett Packard 4192 LF 
Impedance Analyzer the measured capacitance of the 
microphone package was 30 pf. The discrepancy in 
capacitance values can be attributed to stray capacitance 
between the Cr/ Au electrodes and silicon substrates and 
between the two clamped halves of the microphone. 
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Figure JO. An oscilloscope display of a human voice detected by 
the hybrid microphone without an amplifier. 

The microphone was able to detect the sound from a loud 
human voice without the use of an amplifier (Figure 10). When 
the microphone was connected to an EG&G PARC Model 113 
Pre-amp (gain set at 1000) and was excited by a Briiel & Kjaer 
Type 4220 Pistonphone operating at 250 Hz and 123.9 dB (re. 
20 µPa) amplitude, the oscilloscope displayed a 250 Hz, 190 
mV peak-to-peak amplitude signal. The estimated open-circuit 
sensitivity of the microphone package is 0.3 mV/Pa. Taking 
into account the 15 pF input capacitance of the pre-amplifier 
and the stray capacitance of the microphone package, the open-

circuit sensitivity of the microphone itself should be higher than 
the estimated value. The open-circuit sensitivity of the 
microphone can also be estimated by calculating the deflection 
of the electret diaphragm and the output voltage due to a sound 
pressure [5, 10]. Assuming piston-like movement of the 
conducting area of the nitride diaphragm, calculations indicate 
that an open-circuit sensitivity of 7 mV/Pa is achievable. 

CONCLUSIONS 

We have demonstrated the technology to make high 
charge density, thin film electrets using Du Pont Teflon® AF 
and the Back Lighted Thyratron. Experiments have been 
conducted to demonstrate the stability of the Teflon electret at 
room temperature and at elevated temperatures. A prototype 
hybrid micromachined electret microphone has been made and 
preliminary tests and calculations suggest potentially high 
sensitivities. 
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ABSTRACT 

Monolithic silicon microphones have been fabricated 
which include on-chip JFET buffer amplifiers, providing a 
complete microphone plus electronics on a single silicon chip. 
Test data is presented showing sensitivities as high as 40 
mV/Pa (-48 dB ref. l V/µBar), with routine sensitivity of 15 
mV/Pa (-57 dB ref. l V/µBar) and bandwidth of 70 Hz to 20 kHz. 
Noise measurements show that electronics noise from the gate 
bias resistor is dominant, leading to ltf2 noise spectral density. 

The fabrication of these microphones uses both surface 
and bulk micromachining (Fig. 1). Surface micromachining 
(precision electroforming) is used to make the perforated bridge 
electrodes, while bulk micromachining is used to form the 
diaphragm and through-hole. Diaphragms of p+ doped silicon 
from I to 2 mm in diameter have been tested. A monolithic ion 
implanted JFET and polysilicon resistors are fabricated on-chip. 

An analysis of the theoretical attainable sensitivity of a 
micromachined condenser microphone will be presented. A 
theoretical Figure of Merit proportional to the microphone 
signal to noise ratio is derived, which allows the microphone 
design to be optimized. 

INTRODUCTION 

Today's microphones are of four types: dynamic, 
condenser, condenser - electret, and piezoelectric. Most 
previous micromachined microphone work [1-14] has focused 
on condenser microphones because of their high sensitivity, 
simplicity, potential for miniaturization, and compatibility 
with thin film fabrication techniques. 

Condenser microphones use a thin membrane as one plate 
of a variable capacitor, and can achieve sensitivities as high as 
100 mV/Pa with a 25 mm diameter diaphragm. A bias voltage is 
applied to the sense capacitor, which produces an output voltage 
when attached to a high input impedance buffer amplifier. 

Condenser-electret microphones use an electret material in 
the sense gap to produce the bias electric field, hence no 
polarizing voltage is required. Electrets render the bias voltage 
unnecessary, but it is not clear if the electret process is 
compatible with on-chip IC processing. Electrets are a major 
advantage in low cost battery powered systems where providing 
the bias voltage (5 to 20 volts) is an undesirable cost. 

The work reported here concerns the fabrication of silicon 
condenser microphones and their optimization using a 
monolithic JFET source follower amplifier. 

MICROPHONE 
PERFORATED 

BRIDGE 
E 

DIAPHRAGM 
ELECTRODE 

POLY SILICON 
RESISTOR 

I 
JFET 

S G D

Fig. 1. Cross section of monolithic microphone with on-chip 
JFET and poly-resistor. 

THEORY 

The theory of condenser microphones is well developed in 
the literature [15]. What follows is a procedure for optimizing 
the design given system constraints such as bias voltage, buffer 
input capacitance, maximum SPL and package volume. 

The diaphragms used in this work are sufficiently 
complicated that they can only be analyzed by finite element 
analysis. However, the theoretical analysis of the microphone 
is best carried out using a simple spring-mass-damper model in 
which the diaphragm is assumed to move as a rigid piston. The 
equivalent compliance Csp (m3/Pa) of a real diaphragm can be 
calculated (using FEA) as the volume displacement divided by 
the static pressure. 

The acoustic compliance Csp is given in terms of an 
average spring constant ksp (Nim) as: 

(1) 

The compliance of the package interior is given in terms 
of the internal volume VcA v, atmospheric pressure Po and the 
ratio of specific heats y: 

C - VCAV 
CAV -

Y·Po 
(2) 

The series compliance of the diaphragm and cavity is 

1 1 1 
--=--+--. 

CsER CcAv Csp 
(3) 

-EOA
The gap capacitance is C gap The total inertance 

xo 

LTOT (kgtm4) is given by the sum of the diaphragm plus 
radiation inertance: 

f _ P Si · t 1. 7 · Pair 
LrJ"OT - -. - + ,:::-; A -vn·A 

(4) 

where PSi * t is the mass/area of the diaphragm. The 
fundamental resonant frequency is given by 

(5) 

The collapse voltage of the capacitor is given by 

2 8· X6 · A 
Vc=--�--

27 · c0 · Csp 
(6) 

The sensitivity M (V/Pa) of a condenser microphone is 
given by [15, 16] 

M =(8· VBias ·xf J·(l+�J-I ·[l+s_)-I
27 · co · V c CcA v CGap 

(7) 
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where CL is the load capacitance including both stray and 
buffer amplifier input capacitance. The advantages of writing 
the sensitivity in this form are that the dependence on cavity 
volume and load capacitance is very clear. If the package is 
made too small, or the load capacitance is made too large, the 
signal is reduced. 

Eq. 6 can be used to eliminate Csp in favor of the collapse
voltage, which is a typical product specification. This allows 
the sensitivity to be plotted as a function of area A and zero bias 
gap xo , with bias voltage, collapse voltage, cavity volume, 
and load capacitance as parameters. The number of parameters 
can be further reduced by taking Vbias as a fixed fraction of V c ,

e.g., Vs/AS= 0.6 * Ve
Fig. 2 shows a plot of sensitivity vs. area and gap, using a 

collapse voltage of 2 volts and a bias voltage of 1.2 volts, a 

cavity volume of 15 mm3, and a load capacitance of 0.6 pF.
Such small bias voltages are interesting because of the 
possibility of using these microphones in small battery 
powered applications such as hearing aids. The maximum 
sensitivity is 32 mVIPa, which is quite respectable for a hearing 
aid microphone. 

Fig. 2. Sensitivity (mV/Pa) vs. diaphragm area and sense 
gap for a condenser microphone with VBias = 1.2 V and 

package volume = I 5 mm3.

Fig. 3 shows sensitivity vs. area and gap using a package 

volume of 40 mm3, a collapse voltage of 8.3 volts and a bias
voltage = 5 volts, all other parameters the same as Fig. 2. The 
peak sensitivity is 56 mVIPa. This is much higher than 
available in current commercial electret microphones with wide 
bandwidth (20 kHz). 

The noise of a condenser microphone with source follower 
buffer amplifier is usually dominated by resistor and JFET noise. 
Gate leakage current at the JFET and other current leakage terms 
lead to white current noise which can be lumped in with the gate 
resistor noise term. With careful design, the Brownian motion 
limit (due to air-damping of the diaphragm) can be achieved for 
higher frequencies. 

The voltage noise Yn
2 (V21Hz) from the JFET and gate

resistor is [1 O] 

Fig. 3. Sensitivity (mV/Pa) for microphone with bias 
voltage of 5 V, package volume = 40 mm3.

where ro = 2 1t f ,  gm is the JFET transconductance, k is 
Boltzman's constant, CL is the buffer plus stray capacitance and 
K is the flicker noise coefficient of the JFET. 

From Eqn. 8, we see that the resistor noise term (which is 
usually dominant) is inversely proportional to the microphone 
capacitance, hence the SIN ratio of the microphone is 
proportional to the product of sensitivity and output 
capacitance. The charge figure of merit FOMQ = M*CGAP is 
therefore the quantity to maximize if maximum SIN is the goal. 
Given an input sound pressure Pin and considering only the gate
resistor noise, we have 

S pin · M · Caap · {ii; 
N = ro✓4kT 

Fig. 4 shows FOMQ for the 5 volt bias case. The optimum 
design for SIN is shifted towards larger capacitance, resulting in 

an optimum at xo = 4 µm and A = 4 mm2 , whereas the

sensitivity is maximized at xo = 9 µm and A = 0.8 mm2 . The
sensitivity at optimum SIN drops roughly in half to 25 mVIPa, 
but the SIN is increased by a factor of 5.5 compared to the 
sensitivity maximum. If a post amplifier with noise level lower 
than the source follower is available, then the overall SIN of the 
system can be improved significantly by choosing the optimum 
FOMQ design. 

The microphone must operate at a maximum pressure 
Pmax without collapsing or excess distortion. If we assume that 
the gap changes 10% at the maximum pressure, we can derive a 
very simple and useful equation bounding the performance of the 
microphone: 

P _ _ A_· x-'0
"---MAX 

-10-C 
SER

M:;; VBias 
10· PMAX

(11) 

Therefore once the bias voltage and maximum SPL are 
given, the maximum sensitivity is determined. 
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Fig. 4. Charge Figure of Merit (FOMQ, 10-13 C/Pa)for 
microphone. Parameters same as Fig. 3. 

EXPERIMENTAL DETAILS 
Fabrication 
Fabrication started with 3" n-type silicon wafers. A 

thermal field oxide 700 nm thick was used to mask a p+ solid 
source boron diffusion used for the acoustic membranes. The 
same diffusion was used for the source and drain of the JFETs. 

Polysilicon 0.5 µm thick was deposited for both doped 
and undoped poly-resistors. These were implanted with 
phosphorus through a photoresist mask and then dry patterned 
by RIE using SF6. 

Channel and gate of the P-channel JFETs were formed by 
ion implantation of boron and arsenic, respectively. After an 
implant activation anneal, metal 1 (TiW/Au) was deposited and 
patterned using liftoff photolithography. 

Electroplated gold bridge electrodes were formed using 
standard thick photoresist processing [13, 17]. A seed layer 
of Ti/ Au was sputtered on a temporary photoresist spacer layer. 
The plating mold resist (25 µm thick) was spun on top of the 
plating seed layer, and patterned. Gold was electroplated into 
the mold to a thickness of 20 microns. The plating mold, seed 
layer, and spacer layer were then stripped in acetone, gold etch, 
Ti etch, and positive resist stripper respectively. 

The final fabrication step is a six-hour anisotropic etch in 
EDP (Ethylene-Diamine, Pyrocatechol, and water), which 
creates the through-wafer holes and frees up the diaphragm. V
grooves are formed which allow the chips to be snapped apart 
without dicing. 

Test Procedures 
The microphone sense capacitors were characterized by an 

1-V (snap-down) test and by capacitance-voltage curves, using
an EG&G PAR 410 C-V meter controlled by an HP 4145A
semiconductor parameter analyzer. The snap-down voltage was
measured using 40 Mn series resistors to avoid harming the
electrodes.

JFETs were characterized using the HP 4145A to determine 
SPICE parameters such as LAMBDA, ROUT and IDSS· A 
program was written to plot both -{Jo and IG vs. VG, with Vo 
held at -9 volts. The intercept of the Vo vs. VG curve with 
zero current was used to determine the pinchoff voltage. Gate 
leakage current is measured at the same time. DC-coupled gain 
of the source followers was measured from gate to source as 0.91 

to 0.94. Using a series 5 pF capacitor, the AC coupled gain was 
measured as 0.84 to 0.86. This allows a computation of the 
effective input capacitance of the active source follower as 0.5 
pF. 

Microphones were packaged in custom small kovar 
packages with holes drilled for acoustic inlets. Wirebonding 
was used to attach the JFET to the four external leads. The 
acoustic inlets were covered with small circles of clean room 
paper to prevent dust from entering. 

An acoustic test station was used to calibrate sensitivity. 
Two 9-cm thick layers of Sonex (Illbruck, Inc.) acoustic foam 
line a (60 cm)3 wood box containing a small headphone 
speaker, reference microphone and DUT. Miniature optical rail 
was used to hold the speaker and a black thread cross-hair used as 
a position reference to repeatably locate the microphones. 
Microphones were suspended by their cables from the top of the 
test chamber. 

The speaker is driven by the output of an HP 3562A 
Dynamic Signal Analyzer. A B&K 4135 condenser microphone 
and type 2804 pre-amp were used as a reference microphone with 
sensitivity of 3 .2 mV/Pa. The DUT and reference microphone 
were positioned adjacent to each other and 13 cm from the 
speaker. Simultaneous measurement did not introduce any errors 
below 20 kHz, compared to measuring each microphone alone 
and forming the ratio of the responses. 

TEST RESULTS 
JFET's 
The ion implanted JFET test results are summarized in 

Table 1. Leakage current on some wafers averaged 0.25 pA, 
while on other wafers was as high as 30 - 40 pA. The variation 
in leakage current is probably due to heavy metal decoration of 
dislocations resulting from the boron diffusion. 

Low noise JFET's are typically formed in epitaxial silicon 
with no implants, however, good low leakage JFET's can be 
formed by ion implantation [18-20]. An implanted channel 
and gate were chosen for this process to avoid an epi step and 
enable tight control over threshold voltage. Pinchoff voltage 
is chosen at 1 V to allow FET operation with a single dry cell, 
although a larger bias voltage (5-10 V) is typically required to 
obtain good sensitivity. 

Table l · JFET Parameters 
Parameter Tvoical Value 

W/L 576um/3 µm 
Gate resistance 12 GQ 

Source resistance 50 kQ 
Vpa 1.0 V 
Ioss 680 µA 

Earlv Voltage 20 V 
Effective lnout Caoacitance 0.5 oF 

DC couoled gain 0.91 - 0.94 

Figure 5 shows a microphone chip with a 1.8 mm 
diaphragm and radial support springs. Several alternative JFET 
buffer amplifiers are located on the device edges. Fig. 6 is a 
close-up of a microphone with a I mm diaphragm, showing the 
bridge electrode and an oval-shaped JFET. 
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Fig. 5. Microphone with 1.8 mm Diaphragm on a 3 mm chip, 
showing perforated, electroplated bridge electrode and various 

designs of buffer amplifiers at periphery. 

Fig. 6. Microphone with I mm diaphragm, showing close-up of 
oval JFET and perforated bridge electrode. 

Sensitivity vs. bias voltage is shown in Fig. 7 for the 1.8 
mm diameter radial spring design. This data was taken using 
hybrid JFET chips sawn from JFET process development wafers. 

The frequency responses of 1.0 mm and 1.8 mm diameter 
diaphragm microphones is shown in Fig. 8a and ?· . . T�e
fundamental resonance of each is at 15 kHz, and sens1t1v1ty 1s 
16 mV/Pa mid-band. 

Environmental testing was performed on prototype 
microphones by several outside laboratories. The microphones 
survived both "cap-gun" and "balloon-burst" stress testing. 
Microphones were exposed to 95% R.H. at 60°C for 2 weeks, 
with no change in sensitivity. Total Harmonic Distortion was 
less than 0.5% at I kHz and I 00 dB SPL. These microphones 
and pre-amps had no protective passivation layers, hence units 
with passivation layers are expected to better withstand 
environmental stress. 

NIST (21] also performed calibration tests on early 
prototypes, confirming the sensitivity data of Draper's in-house 
calibration tests. THD was shown to be< I% at I kHz and 114 
dB SPL. A-weighted noise of these devices was as low as 25 dB 
SPL. 
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Fig. 7. Sensitivity vs. bias voltage for several microphones 
with 1.8 mm diameter diaphragms and 4 radial springs. 
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CONCLUSIONS 

Monolithic silicon microphones with on-chip JFET 
source followers have been fabricated and tested. The 
monolithic buffer amplifier results in the lowest stray 
capacitance and good control over leakage currents. Future 
developments may include CMOS circuitry if the trend towards 
system integration on a chip continues, or a hybrid system may 
be more economical. 

According to theoretical analysis, a bias voltage of 5 to 
10 volts is required to achieve high sensitivity, wide dynamic 
range and high signal to noise ratio. A voltage multiplier 
circuit will likely be necessary for single cell applications such 
as in-the-ear hearing aids. 

The sensitivity and bandwidth of these microphones can 
be optimized for any application by changing the diaphragm 
compliance, area, gap and damping. The bandwidth 
demonstrated on prototype devices (20 kHz) is wider than 
standard hearing aid microphones (typically 6 kHz), yet their 
sensitivity is higher than the low cost electrets. These 
microphones could find a niche in voice recognition or other 
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applications where both high fidelity and moderate cost are 
required. 

ACKNOWLEDGMENTS 

The authors gratefully acknowledge support from Noise 
Cancellation Technologies, Inc. The authors would also like to 
thank Alex Murphy for microphone testing, and the entire 
Draper fabrication team for processing the microphones. 

REFERENCES 

I. D. Hohm and G. Hess, "A subminiature condenser
microphone with silicon nitride membrane and silicon back
plate", J. Acoust. Soc. Am. 85 (1), pp 476-480, (Jan. 1989).
2. P. Murphy, K. Hubschi, N. de Rooij, and C. Racine,
"Subminiature Silicon Integrated Electret Capacitor
Microphone", IEEE Trans. on Electr. Insul., V. 24 No. 3, pp.
495-498, (June 1989).
3. J.A. Voorthuyzen, P. Bergveld and A.J. Sprenkels,
"Semiconductor based Electret Sensors for Sound and Pressure",
IEEE Trans. on Electr. Insul., Vol 24 No 2, pp 267-276, (Apr.
1989).
4. J. Bergqvist and F. Rudolf, "A New Condenser Microphone
in Silicon", Sensors and Actuators, A21-A23, pp. 123-125,
(1990).
5. P.R. Scheeper, J.A. Voorthuyzen, and P. Bergveld, "PECVD
Silicon Nitride Diaphragms for Condenser Microphones",
Sensors and Actuators B, 4, pp 79-84, (1991).
6. W. Kuhnel and G. Hess, "Micromachined subminiature
condenser microphones in silicon", Sensors and Actuators A,
32, pp 560-564, (1992).
7. A.G.H. van der Donk, P. Bergveld, and J.A. Voorthuyzen,
"Optimal design of an electret microphone metal-oxide
semiconductor field-effect transistor amplifier", J. Acoust. Soc.
Am. 91 (4), Pt. 1, pp. 2261-2269, (Apr. 1992).
8. J.J. Bernstein, "A Micromachined Condenser Hydrophone,"
Solid State Sensor and Actuator Workshop, Hilton Head Island,
June 1992.
9. E. Graf, W. Kronast, S Duhring, B. Muller, and A. Stoffel,
"Silicon membrane condenser microphone with integrated field
effect transistor", Sensors and Actuators A, 37-38, pp 708-711
(1993).
I 0. P. Bergveld, "The merit of using silicon for the
development of hearing aid microphones and intraocular
pressure sensors", Sensors and Actuators A, 41-42, pp. 223-
229, (1994).
11. S.S. Lee, R.P. Ried, and R. M. White, "Piezoelectric
Cantilever Microphone/Speaker", 1994 Solid State Sensor and
Actuator Workshop (Hilton Head, SC) pp. 33-37, (June 1994).
12. R.P. Ried, E.S. Kim, D.M. Hong, and R.S. Muller,
"Piezoelectric Microphone with On-Chip CMOS Circuits", J.
Microelectromechanical Syst. Vol. 2, No. 3, pp. 111-120,
(Sept. 1993).
13. J.J. Bernstein, M. Weinberg, E. McLaughlin, J. Powers and
F. Tito, "Advanced Micromachined Condenser Hydrophone",
Technical Digest of the Solid State Sensor and Actuator
Workshop, Hilton Head Island, pp 73-77 (June I 994).
14. J.J. Bernstein, "A Micromachined Silicon Condenser
Microphone and its Potential for Hearing Aid Applications",
I 30th Meeting of the Acoustical Society of America, St. Louis, 
MO, (Nov. 1995). 
15. L.E. Kinsler, A.R. Frey, A.B. Coppens, and J.V. Sanders,
"Fundamentals of Acoustics", 3d edn., (J. Wiley and Sons, New
York, l 982), pp. 193, 349-351, 376-380.
16. R. Brander, Bellone Laboratories, private communication.
17. B. Loche!, A. Maciossek, H.J. Quenzer, and B. Wagner,
"Ultraviolet Depth Lithography and Galvanoforming for

Micromachining", J. Electrochem. Soc., Vol 143 No. I, pp. 
237-244, (Jan. 1996).
18. C.J. Kircher, "Comparison of leakage currents in ion
implanted and diffused p-n junctions", J. Appl. Phys., vol. 46,
pp. 2167-2173, (1975).
19. J.P. Close and L.W. Counts, "A 50-fA Junction Isolated
Operational Amplifier", IEEE Journ. of Solid State Circuits, v.
23, No. 3 (June 1988).
20. T. Jung, "A fully integrated cryogenic, charge sensitive low
noise preamplifier using N-channel JFETs and polysilicon 
resistors," PhD thesis, EECS, University of Wisconsin
Madison, 1994. 
21. V. Nedzelnitsky, "Micromachined silicon microphones and
hearing aids: Performance and Potential", 130th Meeting of the
Acoustical Society of America, St. Louis, MO, (Nov. 1995).

243



TOUCH MODE CAPACITIVE PRESSURE SENSORS 

FOR INDUSTRIAL APPLICATIONS 

W.H.Ko, Qiang Wang and Yang Wang 

Department of Electrical Engineering & Applied Physics 
Case Western Reserve University 

Cleveland, OH 44106 

ABSTRACT 

The principle, simulation. design, characteristics and 
application of touch mode capacitive pressure sensors are 
presented. In touch mode operation. the diaphragm of the 
capacitive pressure sensor is touching the substrate structW'e. The 
advantages of this mode of operation are: near linear output, large 
over-range pressure and robust structure that make it capable to 
withstand harsh industrial field environment. 

INTRODUCTION 

Capacitive pressure sensors are known to have no tum-on 
temperature drift, high sensitivity, robust structure and less 
sensitive to environment effects. However its output is nonlinear 
with respect to input changes and the sensitivity in the near linear 
region is not high enough to ignore many stray capacitance effects. 
In the nonnal mode of operation, the diaphragm is kept at a 
distance away from the substrate as shown in Fig. 1-a. If the 
sensor is deigned to operate in the pressure range where the 
diaphragm is allowed to contact the substrate with a thin layer of 
insulator (tm), as shown in Fig. 1-b, then the device is a touch 
mode capacitive sensor. The touch mode device was developed to 
withstand harsh industrial environment, and with one or two 
orders of magnitude higher sensitivity than the nonnal mode near 
linear operation. so that some of the stray capacity effects can be 
neglected. This paper presents the principle, computer 
simulation, design, characteristics and application of touch mode 
capacitive pressure sensors. 

PRINCIPLE 

The basic element of a capacitive pressure sensor is an 
equivalent parallel plate capacitor with clamped edges, where the 
diaphragm would defonn responding to a differential pressure 
applied to two sides of the diaphragm, as shown in Fig. I. The 
capacitance, neglecting the fringe effect, is 

C=&� 
d 

(I) 

where sis the pennittivity of the media between the two plates; A 
is the area of the electrode plate; d is the gap space between the 
two plates. The upper plate of the capacitor, known as the 
diaphragm, defonns when a differential pressure between the 
external environment and the inside chamber is applied. The 
general equation relating the deflection of a rectangular 
diaphragm, without residual stress, in nonnal operation region 
can be expressed as: 

(2) 

where Dis flexural rigidity, D=E/[12(1-v)]; Pis the differential 
pressure; w is deflection at point (x,y); Nx, Nx and Nxy are direct 
and shear stresses in a plane parallel to the plate surface; E is 
Young's modulus; and vis Poisson's ratio. 

In the nonnal operation mode of a capacitive sensor, the 
diaphragm does not contact the substrate electrode. The output 
capacitance is nonlinear due to its inverse relationship with the 
gap (do- w, do is initial gap), which is a function of pressure P, as 
given in equation (2). This nonlinearity becomes significant for 
large deflection, [(w.,th) > 0.3, wo is center deflection], and large 
sensing capacitance regions. Many efforts have been made to 
reduce the nonlinear characteristics of capacitive sensors either by 
modifying the structure of sensors or by using special non-linear 
converter circuits. In the touch mode capacitive sensor, as shown 
in Fig. 1-b, the major component of the sensor capacitance is that 
of the touched area where the effective gap is the small thickness 
of the thin insulator layer, tm, on the substrate electrode. In this 
touch mode operation region, the capacitance varies with pressure 
nearly linearly and the sensitivity (dC/dP) is much larger than that 
in the near linear region of a nonnal mode device. A typical C-P 
characteristic of a capacitive pressure sensor covering nonnal and 
touch mode regions is shown in Fig. 2. It has four regions, i.e. 
nonnal, transition, linear and saturation regions. The touch mode 
capacitive pressure sensors (TMCPS) operate in the region ill
linear region. They were developed to meet the manufacturing 
and operational conditions of industrial applications. Its cross
section is shown in Fig. 1-b. After the diaphragm touches the 
substrate and as the pressure increases, the sensor capacitance is 
mainly determined by the capacitance of the touched area instead 
of the capacitance in the untouched "nonnal operation area". In 
region III, Fig. 2, the change of touched area is almost 
proportional to pressure, thus the C-P characteristics is nearly 
linear. The support of the substrate to the diaphragm after touch, 
enables the devices to have very large over-load protection. In 
swnmary, the advantages of TMCPS are: nearly linear C-P 
characteristics, large overload protection, high sensitivity and 
simple robust structure that can withstand industrial handling and 
environment. 

COMPUTER SIMULATION

FINITE ELEMENT MODELING 

It is important to have a good understanding of the 
deflection, stress and strain of the diaphragm in order to design 
capacitive pressure sensors properly. The output capacitance of a 
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capacitive pressure sensor can be calculated by integration over 
the deformed diaphragm with a series of equivalent parallel plate 
elementary capacitors where the effective gap is the difference 
between the zero pressure gap and the local deflection. In the 
normal mode, the deflection can be calculated from equation (2) 
by numerical approximation analysis [1, 2]. In the touch mode 
device, however, equation (2) is no longer valid. Hence the finite 
element modeling (FEM) of diaphragms is used to detennine the 
touch mode deflection of the diaphragm. A uniform mesh of 
24 xl8 elements, with 8 nodes for each element, in a quarter of 
the diaphragm is used as shown in Fig. 1-c. By geometrically 
nonlinear computing using ABAQUS, the deflection, stress and 
capacitance versus pressure at each node can be calculated for a 
set of sensor parameters a, b, h, and d, as shown in Fig. 1, and 
material properties E and v. GAP element in ABAQUS is used to 
model the touch mode operation. Post data analyses based on 
information obtained on deflection at each node is developed to 
find the capacitance-pressure behaviors to predict the perfonnance 
of simulated capacitive sensors [3]. 

From the FEM simulation, the perfonnance of the 
capacitive sensor can be estimated as the device parameters are 
varied. The dimensionless deflection at the center point of 
diaphragms is shown in Fig. 3, where the normalized deflection 
ratio (wolh) is plotted against the normalized pressure (Pa4/Eli4

) 

for two (b/a) ratios. Toe curves in Fig. 3 can be used to detennine 
the touch point pressure <Pt) of known diaphragms by letting the 
center deflection equal to the initial gap (do). For a set of (a,b) 
and diaphragm material, the touch point can be selected by (h) 
and (d) using curves in Fig. 3. After touch, the stress in the 
touched area is tensile and the stress in the untouched area has 
three sub-regions as shown in Fig. 4. Fig. 5 shows the deflection 
along y-axis as the pressure is increased in equal steps. The 
deflection along x-axis has similar behavior. Beyond the touch 
point, the shape of the untouched portion of the diaphragm 
remains nearly the same. However, the touched area A equals to 
(a+ bP - cF3) where a,b,c are constants [3], it increases nearly 
linearly at first, then approaches saturation for larger pressures. 
This explains the C-P characteristics in region ID and IV in Fig. 2. 

Toe average sensitivity ( dC/dP) is defined as the slope of 
the straight line obtained by linear curve fitting over the working 
pressure range. The nonlinearity is defined as 

(3) 

where 6.C+ and 6.C. are the maximum and minimwn deviation 
from a straight line characteristic, respectively; Cmax and Cmin are 
the maximum and minimum capacitance in the operation range, 
respectively. 

It is found that the sensitivity is proportional to (1/tm). Toe 
sensitivity is also inversely proportional to the thickness of the 
diaphragm for a fixed touch point as shown in Fig. 6. Fig. 7 
shows ( dC/dP) sensitivity and nonlinearity versus touch point 
pressure. 

These simulation results can predict the trend of the 
sensor's perfonnance when the device parameters are varied. Toe 
understanding and quantitative curves can be used as a design 
tool to arrive at a specific desired perfonnance. Toe results of the 
diaphragm deflection and stress in both touched and untouched 
regions are useful for micro-actuators incorporating diaphragms. 

FABRICATION AND PACKAGE 

For molded in-package pressure monitoring used in 
industries, the sensors have to survive high temperature, high 
pressure manufacturing processes, and to operate in harsh 
environment of repeated shock, vibration, stress, and temperature 
cycling for tens of years. It desires high sensitivity and good 
linearity to simplify the reading circuitry. Toe 1MCPS was 
developed to meet these requirements. A rectangular diaphragm 
was selected to reduce the effect of the maximum stress near the 
comers on the sensor perfonnance. With the help of finite 
element modeling, the parameters of 1MCPS can be designed to 
meet device perfonnance specifications and fabrication constrains. 
A flow chart indicating major fabrication process steps for the 
sensor chips is given in table I. An isolation layer, tm, is 
deposited over the substrate electrode to provide isolation in 
touched range and to aid the anodic bonding of silicon to the glass 
substrate to form a hermetically sealed cavity for absolute 
pressure measurement. This layer plays an important role in the 
1MCPS. Sputtered #7740 Pyrex glass is used· as the insulating 
layer. The substrate material could be glass or silicon. A special 
process was developed to fabricate hermetic electrical feed
tbroughs to connect the electrodes inside the hermetically sealed 
cavity to external bonding pads. With carefully selected thickness 
of the isolation layer, #7740 glass substrate with thin sputtered 
glass can be anodically bonded to the silicon to achieve hermetical 
sealing [4]. 

Toe individual sensor chip is to be packaged on printed 
circuit board or ceramic substrate together with other components 
of the system. Multiple layer package process was developed to 
protect the sensor from shock and interfering stress, and yet to 
transmit the pressure within the desired accuracy over the life of 
many decades. Toe resulting package is shown in Fig. 8. It was 
molded at 300°C, 400% overpressure for several hours and then 
evaluated in the field with no degradation in performance [4,5]. 

EXPERIMENTAL RESULTS 

Hundreds of TMCPS, with device parameters and material 
properties given in Table 2, have been fabricated in Electronics 
Design Center, CWRU, for laboratory and field tests in the last 
two years. A typical P-V characteristic is shown in Fig. 9. Toe 
CP-10 CMOS C-V converter circuit [6] is used in the sensor 
evaluation to convert capacitance into voltage. Toe measured 
non-linearity, as defined in equation (3), is 0.6% in the rang of 
80-II0 PSI.

Toe hysteresis was fowtd in some sensors. Toe hysteresis 
of sensors is defined as the difference between the outputs when 
the pressure is cycled upward and downward, which can be 
expressed as follows: 

(4) 

where VF and Va are sensor's outputs when the forward and 
backward pressure are applied, respectively. 

Toe hysteresis ofTMCPS is mainly due to the quality of the 
isolation layer. Since the diaphragm presses against this layer 
during the operation, non-elastic deformation of the sputtered 
glass layer results in the sensor hysteresis. However, after a few 
high pressure cycles (400% overpressure), the glass layer is 
stabilized hence the hysteresis is reduced significantly. Two 
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hysteresis curves ofa typical sensor is shown in Fig. 10. After a 
few 400PSI pressure cycles, the hysteresis can hardly be observed. 

The sensors have been successfully molded in the industrial 
packages and are undergoing simulated life tests in proving 
grounds. Fig. 11 shows a TMCPS' P-V characteristic before and 
after molding process, which consists of 300°C and 400o/4 of full 
scale overpressure for one to two hours [S]. 

CONCLUSION 

The FEM and computer simulation, design, fabrication, 
evaluation and field testing of touch mode capacitive pressure 
sensors in industrial applications are reported. The absolute 
pressure measuring device is demonstrated to have the advantages 
of good stability, low power consumption, robust structure, large 
overload ability and high (dC/dP) sensitivity. The basic device 
design can be used to measure pressure from 10-4 to 1 <>3 PSI full 
scale with only changes of several process parameters. It can 
withstand manufacturing package temperature up to 300°C for 
several hours after packaging, and may have 200o/4 to 200,000% 
full scale over pressure protection. This new mode of operation 
may supplement the piezoresistive and normal mode capacitive 
pressure sensor in industrial applications where mechanical and 
electrical stability are important. 

The initial step in developing a CAD simulation program 
for capacitive pressure sensor has been made. The modeling of 
touch mode capacitive sensors (neglecting the build-in stresses of 
the diaphragm) was developed to obtain a set of data base for a 
family of sensors over a range of device parameters. From the 
data accumulated, the effects of device parameters on the device 
performance can be estimated. These results would be useful to 
capacitive sensor designers in estimating the performance of 
device before fabrication and also may serve as a guide for 
adjustment of parameters to arrive at a desired perf onnance in 
mass production. 

The design an� simulation of the diaphragm would be 
applicable to diaphragms for other sensors, actuators, and 
microsystems. The understanding on the deflection and stress of 
a diaphragm under various loads, with small or large deflection, 
will be useful for diaphragm design to accurately predict the 
behavior of the element under normal or touch modes operation. 
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Table 1. TMCPS Process Flow Chart 

Steo Name Descriotion 
Silicon Process 

1 Oxidation Generate lavers 
2 Photolithoorat>hy I Define Gap area 
3 RIE Silicon etch Formaao 
4 Boron diffusion Define the thickness of dianhmom 
s Photolithoszraohy II Define the etch back area 

Substrate 1 11:lass) Process 
6 Electrode I Fonn substrate electrode by sputtering 

Cr/Pt/Cr 
7 Isolation Sputter 7740 glass over the substrate 

electrode 
8 Electrode II Fonn contact Dad for the dianhmll11l 
9 Pad onen windows for wire bondin11 nads 

Final Process 
IO Anodic bonding Bond silicon wafer to the substrate 

wafer 
11 Silicon etch Fonn diaphrall11l 
12 Dicing Dicing sensor chin 

Table 2. Touch Mode Capacitive Pressure Sensor Parameters 

Parameter Svmbol Value Unit 
Diaohrasnn Length a 1S00 um 

Diaphrasnn Width b 4S7 um 

Diaphragm Thickness h S.0-8.0 um 

Gap g S.0-8.0 um 

Insulator Layer Thickness tm 0.01-3.0 um 

Young's Modulus of Si (P+) E 1.3E+l l Pa 
Poison's Ratio V 0.3 
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Figure I .Typical capacitive pressure sensor, structure 
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INTEGRATED THERMAL CONDUCTIVITY VACUUM SENSOR 

Erno H. Klaassen and Gregory T.A. Kovacs 
Center for Integrated Systems, CIS-X 202 

Stanford University, Stanford, CA 94305-4075 
' 

ABSTRACT 

A thermal conductivity vacuum sensor with a novel on-chip 
control system is presented. The sensing structure is a small 
circuit suspended over a cavity etched in the substrate. An 
integrated control system maintains a constant temperature 
difference between this thermally isolated sensor and the 
substrate. The control loop allows for a digitally adjustable 
operating temperature of the sensing structure. The range of the 
vacuum sensor extends from 0.8 Pa (6 mTorr) to approximately 
9.2x104 Pa (690 Torr). The system was fabricated in a completely 
unmodified foundry CMOS process, dissipates only 5 mW of 
power, and occupies an area of approximately 0.3 mm2

• 

INTRODUCTION 

Thermal conductivity gauges include the Pirani, 
thermocouple, and thermistor gauges. These devices measure 
pressure indirectly by sensing changes in the thermal conductivity 
of the ambient gases [1]. The thermal conductivity of a gas can be 
expressed as 

[I] 

where m is the molecular mass, A. is the mean-free-path, n is the 
molecular density, va., is the average molecular velocity of the 
molecules, and Cv is the specific heat at constant volume of the 
gas. The thermal conductivity of a gas, as a material property, 
does not change with pressure, since the pressure dependence of A. 
and n cancels. Thermal conductivity vacuum gauges therefore 
must limit the mean-free-path by some geometrical constraint. 

Thermal vacuum sensors, like other thermally based 
instrumentation, can benefit from miniaturization. The reduction 
of parasitic thermal losses and thermal time constants can yield 
lower power consumption and faster response. These benefits, as 
well as the prospect of providing single-chip sensing systems have 
led to the development of a number of micromachined vacuum 
sensors over recent years [2,3,4,5,6,7]. Only some of these 
sensors have on-chip circuitry, and most are made with a custom 
fabrication process. 

The fully integrated thermal vacuum sensor presented here 
is fabricated using post-processing methods on an unmodified 
foundry CMOS process [8]. The sensor measures the pressure
dependent thermal losses from a hot element, which consists of an 
area of single crystal silicon suspended by silicon dioxide support 
beams. The device is fabricated with an electrochemical etch in 
silicon-doped tetramethyl ammonium hydroxide (TMAH). · Figure 
1 shows a cross section of the undercutting etch that thermally 
isolates the circuitry. The details of the fabrication process can be 
found elsewhere [9,10]. Elements with high thermal isolation, yet 
with relatively small size, can be fabricated in this fashion. In 
addition, the suspended silicon can contain efficient heating and 
temperature sensing elements. 

The suspended element is maintained at constant 
temperature relative to the substrate. The power necessary to do so 
is a function of thermal conduction through the support beams, 

but also has a convective component. When the mean free path of 
the molecules is dictated by the spacing between the silicon and 
the etched cavity, the convective component becomes a measure 
of air pressure, as shown in Eqn. I. 

etched cavity 

� \
=

19 
(a) (b) 

Figure 1. ( a) Cross section of a vacuum sensor upon completion 
of the CMOS process. (b) Cross section of a completed vacuum 
sensor after the post-processing etch. The suspended silicon 
contains a PMOS heater and a diode temperature sensor. 

SENSING ELEMENT DESIGN 

An electrical analog of the thermal behavior of a thermally 
isolated sensor is shown in Figure 2. The thermal conductances 
are modeled as electrical conductors, heat dissipation is depicted 
by a current source, and voltages inside this circuit reflect 
temperature. The reference, indicated as an electrical ground, is 
the temperature of the silicon substrate around the sensor. The 
conductive losses are split into two components. The first is the 
unchanging conductive loss through the support beams of the 
element, which is dominated by the 0.5 µm thick aluminum traces 
in the beams. To minimize this parasitic element, the beams are 
made long, and the aluminum traces are made minimum width (3 
µm). The other component is a pressure dependent thermal 
conductance through the air between the heated circuitry and the 
silicon substrate. In order to maximize the ratio of the two 
conductors, the heated element was placed close to the corner of 
the etched pit, so that the dominant conduction through the gas 
occurs between the silicon element and the (111) side-wall. 

Pu 

Figure 2. Electrical analog of the thermal behavior of the 
sensing element. The heat dissipated in the suspended circuit is 
modeled as a current source, while the temperature is denoted as 
the nodal temperature VrEMP. The reference point in the circuit is 
the substrate temperature. 

Figure 3 shows a top view of a vacuum sensing element. 

Devices were fabricated with beam lengths of 240 µm and 340 

µm. The heated element requires a temperature sensor and a 
heater. In previous micromachined references, these functions 
were often performed with a single resistor [3,5,6,7]. In this 
technology, however, separate devices can be used for each of 
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these transduction operations between the electrical and thermal signal domains. A diode-connected bipolar transistor was used as the temperature sensor. When forward-biased with a constant current, the voltage across these devices has a temperature sensitivity of-2 mV/K. A polysilicon or diffused resistor could be used as a heater, but since the power dissipated in a resistor has a square-law dependence on voltage across or current through the device, special circuitry would be necessary to provide an output proportional to the conductive losses in the sensor. The on-chip feedback amplifier would also need to drive a resistive load. A better solution is to use a PMOS heating transistor. The power dissipated in such a device is proportional to source-drain current for a constant source-drain voltage and the amplifier only needs to drive the gate capacitance of the heater. 

Figure 3. Illustration showing a top view of a sensing element. 
The circuitry at the tip of the device is heated. 

SYSTEM DESIGN 

Figure 4 shows a simplified schematic of the vacuum sensor system. The shaded devices are located on the sensing element. The output voltage between the two forward-biased diodes is proportional to the temperature difference between the sensor and the substrate. This temperature difference must be maintained at a constant value. The source-drain current through the PMOS transistor is then proportional to the power dissipated to maintain this temperature set-point. The set-point could be implemented by adjusting the ratio of the current densities of the two diodes. This creates a voltage offset between the two diodes that is driven to zero by the feedback amplifier, thus generating a temperature difference between the sensor and the substrate. The voltage between two diodes (at equal temperatures) is given by 
Vo = v

1 
ln(/m )- v

1 
ln(1D2) = v

1 
ln(!!...J [2] 1s1 1s2 m 

where v1 is the thermal voltage (kT/q), /0 is the current through the diodes, ls is the reverse saturation current, n is the ratio of /01 to 
/02, and mis the junction area ratio of the two devices. The offset cannot be varied over a very wide range, due to the natural logarithm in the expression. Another problem is that the voltage is proportional to absolute temperature, which makes the operating point of the element a strong function of ambient temperature. 

Vos 

Figure 4. Simplified schematic of the vacuum sensor system. 
The shaded area is the thermally isolated circuit. The output 
voltage between the two forward biased diodes is proportional to 
the temperature difference between the sensor and the substrate. 

A better way to set the operating temperature of the element is to introduce an offset inside the feedback amplifier. One way to do this is to effect a threshold voltage difference in the input devices of an operational amplifier. A topology that realizes this is shown in Figure 5. 

Ve 

Figure 5. Two-stage CMOS operational amplifier with 
adjustable offset. 

The n-well that contains the non-inverting input transistor M2 is held at a voltage Ve below the well containing the other input transistor. The threshold voltage of an MOS transistor is modulated by the body effect, and for a PMOS device can be written as 
VT = VTo -·{ .J12� 11-Vss -.J12� 11] [3] 

where Vm is the threshold voltage without the body effect, 2<pf is the surface potential at inversion, V,b is the source-to-bulk voltage, and y is the body effect coefficient. The difference in offsets is 
Jt.vTJ=r[.Jl2�11-Vs81 -.Jl2�1 I-Vs82] [41 

With an offset introduced in this fashion, the common-mode rejection of the amplifier is degraded from one with a balanced input pair. The common-to-differential mode rejection ratio (CMRR), however, remains high if the differential gain is sufficiently large. This CMRR rejects the effects of commonmode changes in the temperature sensor output that result from ambient temperature changes. The offset of the amplifier as a function of the offset control voltage V c was measured and is plotted in Figure 6. 
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Measured Offset (mV) 
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Figure 6. Measured input-referred offset of the amplifier in 
Figure 5 as a function of the control voltage V C· 

In order to generate the offset-control voltage, a digital-to
analog converter (DAC) was implemented on-chip. This allows 
for effective external control of the operating temperature of the 
sensing element by digital means, such as a microprocessor. The 
schematic of the DAC is shown in Figure 7. The DAC is based 
on a current-mirror consisting of bipolar transistors Q 1 and Q2 • 
These transistors are made by using a p-type base implant 
available in the CMOS process. The MOS devices at the emitters 
of the NPN transistors operate in the linear region, and act as an 
equivalent resistance. Kirchoffs voltage Jaw around the loop 
containing the linear MOS transistors and the two bipolars yields 
(ignoring base currents) 

v1 lnUJ + /1 RA = l2 R8 [5] 

where /1 and /2 are the collector currents of Q 1 and Qi, 
respectively. RA is the effective resistance of linear MOS device 

M6, and Rs is the source-drain resistance of the parallel 
combination of M7 through M12 . With proper device sizing and 
biasing, the contribution of the natural logarithm term can be 
neglected, and the expression above simplifies to 

I - lr RA
2---

Rs
[6] 

The current ratio in the mirror is therefore determined by the ratio 
of the resistances at the emitter nodes. The resistance Rs is set by 
a digital code applied to the binary-weighted set of NMOS 
transistors MrM12• 

The entire vacuum sensor system is shown in Figure 8. The 
power dissipated in the PMOS heater is proportional to the current 
through this device, which is the current output of the vacuum 
sensor. 

RESULTS 

Figure 9 shows an SEM photograph of an etched vacuum 

sensor element. The beams on this sensor are 240 µm long. The 

temperature-sensing diode is located at the far corner of the 

element, and the PMOS heater (two separate devices) is located 
along the inner edge of the suspended silicon island. 

Vout 

Mg 

B5� 84� B3� B2� B1� Bo� 

Figure 7. DAC that generates the offset control voltage for the 
feedback amplifier. 

DAC 

Figure 8. Schematic of the full vacuum sensor system. 

Figure 9. SEM of an etched vacuum sensor element. 

Figure IO shows the output of the sensor system for a 

device with 340 µm long beams, for different operating 

temperatures. The pressure was measured with an MKS 

Baratron, a bellows-type capacitive vacuum sensor. As the graph 
shows, the effective sensitivity is larger for higher operating 
temperatures, since all the points on the curve scale with the set

point. The output is the current (µA) through the PMOS heater 

for a fixed source-drain voltage of 3V. For this sensor, the ratio 
of the thermal resistance in air to that at low vacuum was 
approximately 5.9. 
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Figure 10. Sensor output over pressure for various operating 
temperatures relative to the substrate. 

Figure 11 shows the performance of the sensor over its 
entire pressure range. The pressure is measured with an MKS 
Baratron below lxl04 Pa and with a Hastings 760 Thermocouple 
gauge for pressures above this point. The output is plotted as 

l(P)-fip 
IN [7] 

where l(P) is the current at a given pressure, h-P is the current at 
low pressure (0.1 mTorr), below the range of the sensor, and /Fs is 
the current at ambient [2]. This plot is for a set-point of 90 °C 
above the substrate temperature. The vacuum sensor has a range 
of 0.8 Pa (6 mTorr) to approximately 9.2xH>4 Pa (690 Torr). 

The entire system occupies less than 0.3 mm2 and 
consumes approximately 5 mW of power (for a setpoint of 90 °C 
above the substrate temperature). 

Normalized Output 
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Figure 11. Plot of normalized sensor output over pressure. 

CONCLUSIONS AND OUTLOOK 

The fully integrated vacuum system presented here has a 
useful pressure range of more than five decades. It was built 
using an unmodified foundry CMOS process, which makes 
relatively inexpensive fabrication possible. The device could be 
further improved by providing some type of cover close to the 
suspended element [2]. This would increase the conductive 
losses through the air relative to that through the beams. Another 
possible improvement is to fabricate the device on wafers 
containing a buried oxide layer. This buried oxide layer would 
serve as an etch-stop during the undercutting etch, and would 
limit the depth of the anisotropically etched cavity. 
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ABSTRACT 

PCR provides specific amplification of very small 
quantities of DNA by employing DNA polymerase extension 
under tightly-controlled temperature cycling. The reactions 
are typically performed in IO's to lOO's of microliters in  
plastic tubes. The role of silicon-based processing in  
improving upon the PCR process (cost and performance) by 
reducing sample requirements, increasing throughput, and 
improving temperature cycling uniformity and ramping rates 
are contrasted with issues regarding surface chemistry and user 
interfaces at small scales. A platform for preparing test
arrays and cycling of multiple sites with direct monitoring of 
temperature AND reaction progress is demonstrated in both 
silicon and molded, plastic parts. The relevance to genetic 
screening is addressed. 

INTRODUCTION 

The polymerase chain reaction (PCR) [l] has 
demonstrated widespread utility in the area of genetic 
analysis. This simple process, which mimics the cell's 
natural ability to reproduce DNA, has been used as a core 
technology by many researchers to specifically amplify 
small target regions of DNA and to produce sufficient 
material for further analysis. Two primers, one for each DNA 
strand, are used to direct selective chain replication by DNA 
polymerase. As each chain is replicated it creates a copy of 
the original template. Thermal denaturation of these copies 
from the original template results in four strands which can be 
replicated in the next cycle. By employing successive cycles 
of high temperature thermal denaturation and lower 
temperature primer annealing and chain extension, 
exponential amplification of the target sequence bracketed by 
the two primers is achieved. The use of thermal stable DNA 
polymerases has facilitated PCR automation in a 
programmable heating block or thermal cycler. 

The early years of PCR (1985-1993) have focused 
on low throughput usage in a vast array of research projects. 
The current trend is toward an increasing number of applied 
markets using PCR for routine analysis of specific DNA 
targets. As research work evolves into screening programs, 
sample throughput must increase dramatically. Rapid 
statistical data analysis and a reduction in cost per test are 
also needed. This need must be met by simple, low-cost 
instrumentation and systems integration from specimen 
preparation through amplification, product detection and data 
interpretation. The primary segments of the market where 
such simple, high throughput PCR systems are expected to 
dominate are drug efficacy monitoring, infectious disease 
testing in humans, animals, plants, food and the 

environment, human genetic disease testing, biodiversity 
monitoring, and DNA identification. With conventional 
systems the cost per test, calculated on a relatively high 

volume reaction (25-50 µL), gives a fairly high, average 

value of $1 per reaction. 

Recent improvements in PCR amplification include 
development of special thin walled amplification tubes and 
glass capillaries which facilitate thermal exchange between 
the cycling block and the reagents, greatly reducing total 
PCR cycle time, introduction of a heated lid which eliminates 
the need to cover the reaction with oil in order to prevent 
evaporation during thermal cycling, development of 
homogeneous hot start techniques, and the ability to run PCR 
in situ on tissue sections mounted on microscope slides. 

After completion of the PCR reaction the products 
must still be detected. In most early work, products from 
amplification reactions were evaluated by simple gel 
electrophoresis using gels stained with an intercalating dye 
such as ethidium bromide. Later they were quantitated by gel 
electrophoresis on a fluorescent DNA sequencer. Other 
methodologies have been developed to enable colorometric, 
multiplex detection capability. Higher density multiplex 
detection will be possible with some of the hybridization 
array chips under development now by companies such as 
Affymetrix [2] and Nanogen [3]. These arrays contain many 
capture probes and are designed to provide a yes/no answer as 
to whether a particular sequence is present in the target DNA. 
Both depend on performing PCR as an upstream step prior to  
detection of the PCR product by hybridization. 

Many future PCR applications will require both real 
time detection and self-contained devices. Tubes may 
disappear and be replaced with miniature well arrays on a 
silicon chip (a sort of mini-microtiter plate). Several groups 
have demonstrated the feasibility of performing PCR in a 
chamber made of silicon [4,5]. Small volume PCR (5-10 uL) 
has been carried out in these chips using a computer 
controlled Peltier heater/cooler. The next step in 
miniaturization for PCR will include integration of PCR and 
amplification product detection. Here we report the first 
integrated PCR thermal cycling and detection system in chip 
format. 

EXPERIMENTAL DETAILS 

The system concept for high-throughput, genetic 
screening based-upon real-time, quantitative detection for 
PCR is depicted in Figure 1. A translation stage holds a slide 
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that contains individually addressable, cycling regions (for 
each chip) that are imaged at the end of each cycle. The 
detector consists of a tungsten bulb illumination source, a 
CCD camera and appropriate focusing/collection optics. The 
following sections detail aspects of the system and its 
performance. 
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Figure I. Schematic of PCR system: chips anodically bonded 
to a glass surface are loaded robotically; sealed with a 
polymer membrane; flipped for optical detection through the 

glass; thermal-cycled with on-chip resistive heaters or 

external peltiers; and imaged as cycling proceeds. 

Figure 2 shows designs of silicon test chips for 
PCR. The top row shows top/bottom views of a 14mm x 
14mm structure consisting of eight 5 µL wells with a 4000A 
thermal oxide coating. The larger entry holes (0.5 mm x 0.5 
mm) allow for manual loading of individual wells. They are 
offset to minimize contamination as reagents are loaded 
manually. The bottom row illustrates the well layout and two 
designs in which resistive traces (aluminum) are deposited to
provide a direct means to 'power' the devices. 

Proportional, Integral, Differential (PIO) control 
over sample temperature is established by one of two 
alternative means (on-chip and off-chip methods). The off
chip method uses a Marlow Industries model SE5020 
temperature controller to drive a m Ferro Tee model 6300 
peltier device. A maximum drive current of ±5amps enables 
the device to be ramped at ±4°C/s (average rate over a 55°C-
950C ramp). This design relies on a platen of uniform 
temperature which is very close to the sample temperature 
when at steady state. A 0.5°C uniformity for the chip can be 

realized in this format. The drawbacks are that the ramping is  
slower than can be realized with on-chip heaters, and that 
there is an issue of longevity of the thermal electric scheme 
which is currently employed. 

• • • • 

• • • • 
II • II •

• • • •
, ' 

!i ff .--ft.·-· , :1 •• ::;:::;;:::A

Figure 2: Layouts of chips for PCR testing - Top: 8 - 5µL

wells, Bottom: 24 - 2µL wells.

' 
The on-chip method uses one or two zones of 

resistance heating which can establish a maximum power 
dissipation of 25 Watts over the 200 mm2 area chip. This 
results in a measured average temperature ramp rate of 
10°C/sec over the transistion from 55°C to 95°C. Most of 
the time during this transition is spent closing out the ramp 
in a manner which does not allow more than 0.5°C of 
overshoot. These designs work by continuously applying a 
thermal loss to the silicon chip, such that the 10°C/sec down 
rate is accomplished merely by turning off the heater power. 
Hence at 95°C the heat flux through the chip is large. Unless 
the sourcing and sinking of heat is quite uniform, there will 
be significant non-uniformity in the steady state temperature 
profile. The temperature uniformity at different stages were 
assessed with InfraRed thermography (Fig. 3). The images 
depict system performance in actual use configuration at 
95°C. The results indicate a steady-state difference in  
temperature of  5.2°C from the hottest to  coldest point in  the 
left design (single element) and 2.0°C in the subsequent 
modification. This is still not sufficiently uniform for 
precision PCR work. 

Figure 3. Thermal images of two different on-chip heater 

designs as shown in Figure 2 (lnfraMetrics Model 740 Infra 

Red camera configured with a 77K HgCdTe detector). 

254



Chip loading: 

The intent for an initial system would be to put the 
burden on the manufacturer in terms of pre-loading the 
microstructures so that the user would merely need to 
introduce the sample(s). A dispensing robot (Asymtek, 
Automove 402) coupled to drop-on-demand, ink-jet printing 
heads provide a tool for precisely delivering fluids to the 
inlets of the small structures (Figure 4). The system 
specifications are as follows: 

Robot: X, Y-axis• work table, 12"xl2"; 
resolution: 001 "; velocity: 0-20 inches/sec.; repeatability, 
+/- 0.001". Z-axis - travel, 3.5"; resolution, 0.001"; 
velocity, 0-8 inches/second. 

Options: tip locator, offset camera, strobe drop 
camera, on-axis camera, gravimetric drop calibration. 

Printing Head: Type - drop-on-demand, Piezo
Electric; Wetted Surfaces - Glass, Teflon, Polypropylene; 
Minimum Drop Volume - 125 pL; Maximum Flow: 1 µUmin; 
Max Duty Cycle: 66%. 

Figure 4. Chip loading configuration: Top - Robotic work 
station - screen image displays portion of slide with 0.5mm x 

0.5mm entry ports for fluid loading; wells = 2 µL, slides are 

located beneath CCD camera at the system base. Bottom -

droplet formation at tip; fluid at entry port entering well. 

Sample loading: 

One concept for a user interface to reagent-loaded 
arrays is to interconnect a number of wells that would serve to 
address one sample for multiple test screening. Such a 
structure is shown in Figure 5. In this configuration, 49-lµL 
wells are connected by a serpentine channel. The device is 
evacuable, thereby allowing the user to input a sample which 
can then be transferred to all connecting wells. 

Figure 5. Multi-well plate and injection manifold: Top -

Device and enlargement of interconnecting channel; Bottom 

vacuum, injection ports. Wells are 1.2 x 1.2 x 0.75 mm deep 

(I.I µL); channels are 250µm wide x 250 µm deep. 

In this format, the process steps consist of: 

• Filling the devices with reagents by the manufacturer
• applying a vacuum to the device
• Drawing sample into the evacuated device
• Sealing the access ports prior to thermocycling

Amplification and Detection: 

Some of the key issues in performing DNA amplification in  
small, silicon devices include materials compatibility (does 
the chemistry work the same in silicon as in 
polypropylene?), geometry (how does the larger 
surface/volume area effect performance?), and thermal 
characteristics (does the higher thermal conductivity permit 
faster, more robust chemistry?). Materials properties of 
substrates evaluated for PCR are given in Table I. 

In general, PCR in silicon devices has worked best 
using 4000-5000A of thermal oxide grown on the silicon 
surface; however, this does not provide a general equivalence 
to polypropylene tube performance. Studies of the 
interaction of various species present in the PCR reaction 
mix indicate that enzyme binding to the surface is a critical 
aspect of the differing performance. Fig. 6 illustrates the 
results of analysis (ESCA, FISONS 22i XL) ofTaq polymerase 
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binding to the surface of silicon with a thermal oxide coating 

versus untreated polypropylene. 

Table I. Materials Properties Relevant to PCR 

MATERIAL 

AIR 

CLASS 

POLYCARB 
POLY PROP 
SILICON 
ALUMINUM 
COPPER 

PCRBUFFER 

.. 
,: 

3.5 

3 

2.5 

� 2 

� 
Col 1.5 

1 
< 

0.5 

TH.COND. MAX USE ELECRES. PCROK 

(W/mrK) ('C) (ohm/cm) (bare/treated) 

0.01 
0.76 260 5E07 NO/YES 
0.20 126 8EJ6 YES/YES 

0.33 IJO >I E17 YES/YES 
150.00 1410 4E06 POOR/YES 

204.00 650 4E-6 NO/YES 
391.00 1080 lE-6 NM?? 

0.65 

TAQ Adsorption 

--Poly22 

--Poly95 

----Si0222 
--Si0295 

0,--------------

-0.5 ---------------

80 190 675 1240 

Time (sec) 

1750 

Figure 6. Analysis of enzyme interaction with polypropylene 
and silicon dioxide surfaces. Inset indicates material and

temperature. Atomic % represents the number of atoms of an 
element in a volume of /00 atoms near the surface. 

Figure 7 illustrates a method that gives a signal to allow real
time homogenous detection of specific PCR products [6, 7]. 

This technique makes use of the 5' -3' endonuclease activity of 

AmpliTaq® DNA polymerase to release fluorescence from a

reporter probe during PCR. The reporter probe is doubly 

labeled with a fluorescent reporter dye and a fluorescence 

quencher dye. If the target of interest is present, the probe 

specifically anneals to the target DNA between the forward 

and reverse primer sites. During primer extension the DNA 

polymerase allows the enzyme to both extend the primer and 

cleave the probe thereby releasing the reporter dye from the 

quencher. This fluorogenic process can be followed in real 

time, allowing specific detection and quantitation of up to 3 

sequences simultaneously over a dynamic range of 5 orders of 

magnitude in starting target copy number. 

The results of an automated run on a system as depicted in 

Figure l are shown in Figure 8. Positive samples and 
negative controls were run on distinct devices as cross-talk 

between silicon wells is a critical issue during manual sample 

loading in this configuration. The top figure shows real-time 

images of 8-5µL wells at different time cycles. The 582 nm 

�- � 
� 

Figure 7. Illustration of PCR reaction and TaqMan™ format t o  
generate real-time fluorescence signal: Top - denature DNA 
(95 °C), Center: Anneal Primer and Probe (72 °C); Bottom 
polymerize --> fluorescence increases, repeat x-times. 

images represent reference wavelength data; 518 nm 

represents the fluorescent product. The middle panel is the 
analyzed data showing the exponential growth of amplified 

product. It is significant to note the offsets between the sets 

of traces: for a ten-fold change in starting copy number of 

DNA, an offset of 3-4 cycle numbers for a given intensity is 

observed as predicted. The last panel shows an off-line 

analysis of final products by capillary electrophoresis. The 

product (294 base pairs) appears at -6 min. and shows 

minimal side products. Tube controls gave -2-fold higher 

signals. 

582nm 518nm 

Neg Neg JO ng JO ng 

Figure Ba. Amplification of /3-actin: 40 cycles (96 °C, 30 sec; 

54 °C, 30 sec; 72 °C, 2 min.) with peltier control. Real-time 
fluorescence images of PCR well arrays; Top = cycle 1, 

Middle = cycle 22, bottom = cycle 40. 
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Figure 8b. Data analysis of Figure 8a. 
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Figure 8. Off-line capillary electrophoresis analysis of PCR 

reaction products of Figure Ba. 

CONCLUSIONS 

A number of factors influence the formats in which genetic 
analysis is performed and the directions of current research. 
Speed and cost of analyses, simplicity (i.e. integration of 
analysis components), robustness and throughput are all key 
issues. In this work we have demonstrated that PCR can work 
efficiently in silicon-based devices; however, to be cost 
effective additional efforts in materials/process development 
must occur. Additional efforts will also focus on 
incorporation of  sample preparation aspects and alternative 
loading and detection formats (such as capillary 
electrophoresis shown above) [8-10]. Much of this progress 
will rely on the development of fluid transfer and device 
interconnect methodologies. 
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Miniaturized Genetic-Analysis System 
Rolfe C. Anderson, Gregory J. Bogdan, and Robert J. Lipshutz 

Affymetrix, Inc., 3380 Central Expressway, Santa Clara, CA 95051 

ABSTRACT 

We describe a miniature cartridge for carrying out 
all required DNA target-preparation reactions for 
hybridization-based sequence analysis in l 0 µl 
volumes. Using this cartridge we demonstrate a 
hybridization-based HIV -1 mutation assay, including 
the polymerase chain reaction (PCR) [1], in-vitro 
transcnption (IVT), labeling, fragmentation, 
hybridization, scanning and data analysis with 
performance equivalent to benchtop assays. 

INTRODUCTION 

Chemical and biological assays employing a series 
of operations such as mixing, reacting, separating, and 
sensing are critical in numerous fields including clinical 
diagnostics, biomedical research, analytical chemistry, 
industrial process control and environmental 
monitoring. Existing methods are based on 
macroscopic, bench scale reactions and operator 
intervention and are not amenable to reducing sample 
and reagent volumes, labor, processing time, and cost 
or improving reliability and portability. Miniaturizing, 
integrating and automating these assays will achieve 
these goals and result in broader applicability. Many 
investigators have reported miniaturizing analytical 
systems [2]. Single reactions such as DNA 
amplification by PCR in microfabricated chambers [3] 
and analysis steps such as capillary electrophoresis on 
glass substrates have been demonstrated [4] [5]. 
Systems in which mixing is followed by separation 
have also been demonstrated [ 6]. 

The elucidation of the DNA sequence of all human 
genes is creating new opportunities in genetic analysis 
with applications in clinical diagnostics, biomedical 
research, and pharmaceutical discovery. Genetic 
analysis typically requires nucleic acid extraction, 
amplification, labeling, and sensing. These complex 
assays are clear candidates for miniaturization and 

Figure 1. Fluorescence image of microfabricated 
1.28 x 1.28 cm HIV-1 DNA-array chip after 
hybridization with test RNA sample. The array 
contains over 20,000 88 by 91 micron features. 

integration. 

Hybridization-based genetic analysis using high
density DNA probe arrays has been demonstrated [7] 
[8] [9] [10]. These microfabricated DNA arrays may
contain more than one million different DNA probe
regions and have sufficient complexity to analyze tens
of thousands of nucleic acid bases. These arrays have
been used to detect mutations associated with cystic
fibrosis and hereditary cancers in human samples, and
mutations in HIV putatively associated with drug
resistance. Data from a DNA probe-array assay is
shown in Figure 1.

The hybridization-based HIV-1 mutation assay is 
described in Figure 2. Currently, these manual steps 
are individually carried out at a laboratory bench in 20 
to 1000 µL volumes. Any program to miniaturize and 
automate this assay must address biocompatability 
between reagents and the chamber walls, thermal 
isolation of sensitive reagents from the high 
temperature reaction chambers, and the quantitative 
transfer of fluids between chambers. This preliminary 
report describes a miniature cartridge to automatically 
perform these steps in 10 µl volumes. 

REACTION MINIATURIZATION 

We are following a natural progression from 
reactors to systems, first individually demonstrating 
each reaction in miniaturized chambers, and then 
combining these reactions into a system. This 
progression allows us to address reactor 
biocompatability before fluid movement, fluid control 
and thermal isolation. Reactors connected with 
channels were fabricated from polycarbonate. 

DNA Sample 

t 
PCR 

t 
i Transcription 
I and Labelling 

Hybridization 

1-----e• ... Thermal _ I
I Fragm entat1on !

Figure 2. Process steps in the hybridization-based 
fflV-1 mutation assay. The temperature-cycled PCR 
reaction selectively amplifies the DNA region of the 
fflV-1 genome to be interrogated. T3 or T7 RNA 
Polymerase transcribes the DNA template yielding 
jluorescently labeled RNA. Thermal fragmentation 
randomly breaks the RNA into lengths appropriate 
for hybridization. The fragmented RNA is incubated 
with the DNA probe array so that fragments may bind 
(hybridize) with complimentary sequences on the 
array. After hybridization, the fragments that are not 
hybridized are washed away. The array is read by 
epifluorescence confocal scanning. 
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DOI 10.31438/trf.hh1996.58

258 Solid-State Sensors, Actuators, and Microsystems Workshop
Hilton Head Island, South Carolina, June 2-6, 1996



1cm 

Figure 3. Top view of an array of polycarbonate 
reaction chambers. Dimensions are channel: 250 µm 
wide by 125 µm deep; reactors: 1.5 mm wide by 13 
mm long by 125 to 500 µm deep, with reactor volumes 
from 2.5 to JO µ1. 

Polycarbonate can be injection molded, ultrasonically 
welded, sterilized, manufactured at low-cost, and 
provides low thermal conductivity. 

A top view of an array of polycarbonate reactors is 
shown in Figure 3. As shown in the cross section, 
Figure 4, the lower wall of the chamber is a thin sheet 
of polycarbonate. The reactor temperature is controlled 
by contacting a thermoelectric device with this thin wall 
(Figure 5). 

PCR in a reaction chamber was performed using a 
standard biochemical and thermal cycling protocol 
[11]. A dedicated computer monitored and controlled 

the temperature as it was cycled between 55°C, 65 °C

and 94°C (Figure 6). Evaporation and bubble collapse
were addressed by ensuring a clean reactor and 
bounding the reaction mixture with a hydrophobic 

C:;, 

4mm 

Figure 4. Cross section of a polycaroonate reactor. 
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Figure 5. System for controlling reaction temperature 
with measurement using a resistive temperature device 
(RTD). 

Figure 6. Labview-based controller for PCR reaction 
with target and actual temperature-time data for 
microreactor. 

fluid. Thirty five thermal cycles resulted in billion-fold 
amplification in a 13µ1 sample, appropriate for 
subsequent reaction steps (Figure 7). The single 
narrow band on the gel and subsequent hybridization 
tests demonstrate excellent amplification fidelity. 

Transcription and labeling were performed using a 
standard in-vitro transcription reaction to copy the 
DNA to RNA while incorporating bases with attached 
fluorescein labels [12]. Sensitivity to contamination by 
environmental RNA-destroying enzymes (RNAse), and 
denaturation of the transcription enzyme (RNA 
polymerase) were addressed by beginning with and 
maintaining sterile conditions, and slightly increasing 
the enzyme concentration. The reaction was carried out 

in the polymeric chamber in a 3µ1 volume with a 70% 
yield, compared to a control reaction (Figure 8). 

The fragmentation reaction requires heating the 

labeled RNA to 94°C in the presence of Mg
++ 

[13].
Temperature was controlled using the configuration 
shown for PCR Evaporation was controlled by sealing 
the ends of the reaction chamber with a hydrophobic 
fluid. Purified labeled RNA was used to monitor 
fragmentation with agarose gel electrophoresis. 
Miniature and benchtop fragmentation gave equivalent 

M icrocham ber 

C on tro I j la d de r 

5 0 n g 

3 0 n g 

2 0 n g 

1 0 n g 

Figure 7. Agarose gel results for 35 cycle PCR 
amplification of 1 JOO base portion of HIV-1 from 
2000 starting copies. Reaction in microchamber 
yielded 1 a9 amplification. appropriate for subsequent 
reaction steps. 
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hybridization results. 

SYSTEM INTEGRATION 

Effectively combining the reactions described in 
Figure 2 into a single system requires fluid position 
control, liquid dosing, mixing, and thermal isolation 
between adjacent chambers. The RNA-polymerase 
enzyme would be denatured at the high temperature 
(94°C) used in the PCR and fragmentation reactions. 
Thermal isolation is accomplished by fabricating the 
reaction and storage chambers more than 10 mm apart 
in a thin polycarbonate reactor and by controlling the 
temperature in each region using thermoelectric 
devices. 

In this assay the PCR product must be measured 
and mixed with an IVT cocktail stored in the same 
cartridge (Figure 9). The cartridge design and fluid
movement algorithm for this series of reactions are 
shown in Figures 3 and 10, respectively. Performing 
this series of reactions in the cartridge resulted in a 
30% yield for the PCR reaction, and a 15% net yield 
through IVT, as compared to the control (Figure 11). 
This product concentration is appropriate for the 
subsequent hybridization reaction. In this case, less 
dilution of the fragmentation mixture prior to 
hybridization is required versus the standard benchtop 
protocol. 

Microchamber 
Control 

Figure 8. Agarose gel results indicating that the 
transcription reaction carried out in microchambers 
with a 3µ1, volume has 72% yield as compared to the 
control reaction performed in a conventional 
chamber. 

IVT (mix) 

PCR 

, Taq Buffers 
dNTP's M gCl2 

0.2 ul 

RNA Polymerase 

Buffers ..----- IVT 
NT P's 
MgCl2 

10 ul 

Frag. 

Figure 9. This HIV-1 target preparation protocol 
requires measurement and mixing of two liquid 
streams. 

1-
I 

1. PCR Reaction
. � 

71 
IVT Storage ------1 --i= t""i 
PCR Reaction I - ►J

2. Transfer IVT Mix I � � I 

I �1 
3. Measure Template ! � :::}-, I
from PCR 

I j I I� 
4. Dose Template. 

[d 
Figure JO. Series of fluid movements used to 
measure part of the PCR product and combine it with 
the JV/' mixture. Oscillation at step 4 achieves mixing. 

Controls Microchamber 

- PCR - - IVT - PCR IVT 

• • • • • • 

50ng 
30ng 
20 ng 
10 ng 

Figure 11. Ag.arose gel results for HIV-1 assay 
reaction sequence (Figure 2) demonstrated on a 
single device. 
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CONCLUSIONS 

We have developed a genetic analysis system that 
integrates all of the preparative reactions necessary for 
a hybridization-based HIV-1 mutation assay with 
overall performance comparable to the bench-top 
protocol. Fmther optimization of this system will 
provide greater yields and improve sensitivity. This 
work comprises a crucial step towards a fully integrated 
genetic analysis system. We are following an 
evolutionary path, first developing disposable 
polymeric cassette-based reaction systems, and later, 
'Mlel'e appropriate, incorporating microfabricated 
elements. This approach has allowed us to quickly 
generate a working system and address materials 
compatibility issues in reaction volumes equal to or 
smaller than those published for silicon and glass 
devices. 

The specific protocol we have demonstrated can be 
extended to other assays that employ hybridization
based sequence analysis by using different 
temperatures, other fluidic movement schemes, and 
other reagent combinations. Moreover, the components 
we have developed and the approach we describe can 
be applied to other genetic-analysis protocols and 
biochemical assays in general. 
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ABSTRACT 

This paper presents a practical microassembly process for 
the realization of three-dimensional (3D) microelectrode arrays 
for recording and stimulation in the central nervous system 
(CNS). Several two-dimensional silicon probes are positioned 
in a surface platform and held parallel using micromachined 
spacers. Lead transfers between the probes and the platform are 
formed using gold beams on the probes that are attached to the 
platform using ultrasonic bonding with a wire-free wedge. The 
low-profile (150µm) outrigger design of the probes allows the 
bonding of fully-assembled high-density arrays. Arrays having 
8xl6-shanks on 200µm centers have been realized and used to  
record from cortical single units with interelectrode 
capacitances of less than lfF, corresponding to on-chip 
crosstalk below 0.01 percent. Micromachined tools allow full 
array assembly in 30 minutes. 

INTRODUCTION 

One- and two-dimensional micromachined silicon probes 
now allow the realization of passive recording and stimulating 
arrays having sites lithographically controlled with spacings as 
small as a few microns on supporting shanks 10-15µm thick 
and less than 30µm wide [ 1]. Such probes are now being used 
successfully by many physiologists to explore new aspects of 
neural systems [2,3]. Probes having integrated on-chip site 
selection, low-noise recording amplifiers, and output 
multiplexers/buffers have allowed the monitoring of neural 
activity on as many as 8 parallel channels, selected from among 
32 sites, over a single signal lead [ 4,5]. Similarly, active 
stimulating probes have been demonstrated that are capable of 
generating complex current waveforms (0 to ±127µA ±lµA) on 
as many as 8 parallel channels and supplying them to sites 
selected from 64 available on 1D or 2D probes [ 6]. Thus, the 
technology is in place to record or stimulate over many parallel 
channels selected from a still larger number of available sites 
and to do so using only a few external leads. Micromachined 
silicon ribbon cables [7] allow chronic signal transmission 
between the probes and a percutaneous plug with minimal 
tethering. 

A key remaining element needed for detailed studies of 
neural networks and the implementation of neural prostheses to  
aid the handicapped is the ability to  instrument three
dimensional volumes of tissue with site separations of 200-
400µm while displacing no more than about 1 % of the overall 
tissue volume. While some very novel 2D depth arrays have 
been reported [8] for cortical use, for fully 3D arrays the use of 
2D silicon probes is attractive in order to take advantage of the 
considerable capabilities of these devices. The formation of 
such 3D arrays then requires the development of practical 
assembly techniques for submillimeter parts. Such techniques 
are also of interest for a variety of other sensor and 
micromachine applications. 

In the creation of 3D arrays of 2D probes, the lead transfer 
structure between the probes and a surface platform holding the 
array is a major challenge. Since the probes and the platform 
are in perpendicular planes, the transfers must be made between 
orthogonal conductors. They must be robust, reliable, and 
formed with high-yield in a process that is reproducible in 
reasonable quantities and directly compatible with probe 
formation. 

Three lead-transfer techniques have been explored. 
Hoogerwerf [9] employed a single subdural platform assembly, 
with nickel electroplated bridges between tabs on the probes 
and pads on the platform acting as lead transfers. Since 
electroplating was performed on a per-lead basis after assembly, 
the process was rather difficult to implement, especially for 
structures having large numbers of lead transfers. To allow 
higher throughput, an approach involving a two-platform 
structure (Figure 1) was next explored. In this design, each 
probe mounted in the subdural platform had its own ribbon 
cable, which was connected to a supradural platform using 
conventional ultrasonic bonding. Although easier to  
implement, the use of  multiple cables complicated assembly and 
allowed appreciable tethering forces to be exerted on the 
implant as the brain moved within the cranial cavity. The 
number of probes and leads was also limited because of the space 
required for bonding at the second (supradural) platform. 

This paper describes a third approach, which uses gold 
electroplated beam leads on the probes to form the lead 
transfers. These gold tabs are bent at right angles to the probes 
and are attached to the platform using conventional 
thermocompression or ultrasonic bonding. The interconnects 
formed are robust physically and electrically. 

ARRAY STRUCTURE AND FABRICATION 

The overall structure of the 3D array is shown in Figure 2 . 
It consists of a micromachined silicon platform, a number of 2D 
planar probes, and two spacer bars. The probes are inserted 
through slots in the platform and are held orthogonal to the 
platform by the spacers. All of these components are fabricated 
on the same wafer using only a slight modification of the basic 
probe process. The use of outriggers on the probes for the lead 
transfers permits the rim of the platform to be firmly supported 
in a simple jig during the lead bonding. The height of the 
flanges (outriggers) above the platform is about 150µm, which 
is much less than that of the central portion of the probe (1mm). 
This minimizes the effective thickness of the rim area and 
allows a conventional bonding tip to fit in the 200µm-wide 
space between the probes. 

The gold beams [10] extend about 135µm below the 
flanges and are l00µm wide. The beams could be narrowed to  
50µm to accommodate more leads i f  needed. They are typically 
electroplated to a thickness of 8-l0µm, can be bent easily at 
right angles using a custom bending tool, and are attached t o  
pads on the platform using ultrasonic bonding. Gold beam leads 
are also used at the end of the cable leading from the platform t o  
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Figure 1: An approach to 3D microassemblies using dedicated 
per-probe ribbon cables. (a) A 4x4-shank probe array 
implemented with this npproach. (b) A schematic diagram of 
the approach. 

a percutaneous plug. These beams extend beyond the cable to 
bond to an insert in the base of the plug. Conventional wire 
bonds are then made between pads on this insert and pins on the 
plug. Since the cable mounts beam upside down on the plug 
insert, no twisting of the cable is necessary in this assembly, 
minimizing any tethering force on the tissue. The gold beams 
are fully compatible with micromachining, form high-quality 
physical and electrical contacts, and allow great flexibility in  
creating multilayer and 3D microstructures. 

An 8-mask fabrication sequence is used to create the 2D 
probe components by defining the deep boron diffusion, 
shallow boron diffusion, polysilicon interconnects, contacts, 
iridium sites, field dielectrics, site protection, and gold beams. 

Probes 

Gold Beams 

Probe array 

Figure 2: A high-yield approach to 3D probe arrays. lead 
transfers are implemented using beams that are bent at right 
angles and ultrasonically bonded to pads on the platform. 

The fabrication process starts with a deep boron diffusion, 
which forms an etch-stop to define the probe, the platform, and 
the spacers, setting their final thicknesses at 10-1 Sµm. A 
shallow (2-3µm) boron diffusion is used next to form the silicon 
ribbon cable and the probe tips. Stress-compensated LPCVD 
dielectric layers (300nm/150nm/300nm SiO2/Si3N4"SiO2) are 

then deposited, followed by LPCVD polysilicon growth and 
phosphorus doping. Once the polysilicon interconnect is  
patterned using RIE, similar top dielectric layers are deposited. 
Contacts are defined using RIE, and Ti/Ir sites are then formed 
using sputtering and lift-off. The field dielectrics are now 
removed using RIE. This etch can be continued into the silicon 
to shape the probe sidewall if desired. A layer of photoresist is 
necessary to protect the Ir sites during electroplating. Cr/Au/Cr 
(50nm/ 300nm/50nm) is evaporated and used as blanket 
conductor during Au electroplating. A thick layer of photoresist 
is then used to define the beams and platform pads. The top Cr 
layer is removed to expose the Au seed layer for electroplating. 
After the gold beams/pads are plated, the photoresist is  
stripped, and the Au/Cr field layer is etched away. Finally, the 
wafer is thinned to approximately l00µm in a timed isotropic 
silicon etchant and is then given a final etch in EDP. After the 
components are sorted, they are ready to assemble into 3D 
probe arrays. 

3D MICROASSEMBL Y AND 

ASSOCIATED TOOLS 

The procedure for assembling the 3D arrays is carried out 
in four steps: bending the gold beam leads on the outriggers of 
the probes, assembling the probe array, bonding the beams to 
the pads on the platform, and connecting the probe array to the 
percutaneous plug. The overall process is simple and reliable, 
especially when facilitated with the proper assembly tools. 
Complete array assembly takes about 30 minutes. 

Figure 3: Perspective view of a micromachined assembly 
fixture used for bending the beams on probes intended for use in 
JD microassemblies. 

It is relatively easy to bend the gold beams if the probes 
can be held firmly. Because the probes are very small and quite 
thin, ordinary clamps either do not hold them firmly enough or 
can break them. One way to solve this problem is to attach the 
probes temporarily to a glass substrate, bend the beams over the 
edge of the glass, and then subsequently release them. This 
process is simple in principle but nonetheless tedious and time- . 
consuming in the absence of a custom micromachined assembly 
tool. 
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Figure 4: A partially-assembled probe array, showing the 
beam lead transfers before bonding. 

Figure 5: View of two ultrasonically-bonded lead transfers. 

Figure 3 shows the schematic diagram of such a tool. A 
mold is lithographically defined to match the shape of the 
probes being used. A ·vacuum is applied to the mold fixture to 
hold the probe in it, and a piece of glass is used to clamp the 
probe firmly in position. Only one mask is needed for the 
formation of such a fixture. A deep boron diffusion is first used 
to define the mold recess. After drilling a vacuum access hole in  
a glass substrate, the glass is anodically bonded to the silicon 
mold wafer, and the wafer is then etched in EDP to remove all but 
the boron-doped areas. Thus, a probe mold is formed on the 
glass substrate. A groove 200µm wide and 200µm deep is next 
formed using a wafer saw. Such saw cuts produce a very clean 
edge. The mold is then glued to a metal support base having a 
corresponding vacuum hole to complete the fixture. 

With this tool, the beams can be easily bent over into the 
groove in the glass using a special bending tool. The beams 
can be bent in either direction, forward or backward, and we have 
chosen to bend the beams backward under the probe so that 
direct gold-to-gold bonds can be made to the platform pads. A 
short overhang of dielectric under the beam prevents shorts to 
the probe substrate. 

With the beams bent, the probes are inserted into slots in 
the platform, which is held on the mounting stage of a dedicated 
microassembly station equipped with two three-axis 

rnicromanipulators. Individual holes are used for each shank in  
order to give the center o f  the platform as  much strength as  
possible. In  addition, holes have been placed in  the platform 
between probes to encourage tissue to grow through the 
platform to anchor it to the cortical surface. 

It was initially very difficult to put the spacers in place 
when mounting the probes. The probes are not initially parallel 
to each other and tend to stick back to back when the spacer is 
put in. We therefore use a micromachined comb structure on a 
second manipulator to separate the probes one by one from the 
side. With the spacers in place, the fork is removed. The fork 
structure has 50µm spaces between the tines of the comb, with 
shanks that are tapered from one side to the other. It is very 
easy to use and replace. Figure 4 shows a partially assembled 
array of four probes before bonding. 

Once the probe array is cemented together using a drop of 
Silastic, the beams are bonded to pads on the platform using 
conventional ultrasonic bonding with a wire-free wedge, as 
shown in Figure 5. Finally, the bonding areas are covered with 
Silastic to provide good insulation over the lead transfers. 
Figure 5 shows two views of a fully-assembled 3D array of eight 
probes and 128 shanks (an 8x l6-shank array). The probe-to
probe separation is 200µm, which matches the shank-to-shank 
distance. The maximum shank length is 2.5mm. The height of 
the central part of the probe above the platform (1mm) mimics 
what will be required for CMOS multiplexing circuitry on active 
arrays using 3µm features. 

(a) 

(6)' 
Figure 6: SEM views of an Bxl 6-shank 8-probe array. The 
shanks are on 200µm centers. (a) Top view. (b) Bottom view. 
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EXPERIMENTAL RESULTS 

For testing purposes, each of the probes in these arrays 
has four sites that are brought out to pads on the platform. The 
leads from the center three probes connect to a 12-pin 
percutaneous plug via an integrated ribbon cable: These arrays 
have been successfully tested in-vitro and in-vivo. The typical 
site impedance at lkHz is about 2 MQ before iridium activation, 
which represents worst case from the standpoint of signal 
transmission. An equivalent circuit of the probe-platform-cable 
assembly is shown in Figure 7. Without on-chip circuitry, the 
signal attenuation is less than 10% (set by the shunt 
capacitance of 18pF), with interchannel crosstalk (set by the 
connector and external leads) below 0.5%. Since the 
interchannel coupling on the assembly itself is less than 1 fF, 
with on-chip signal amplification and buffering the crosstalk 
should be <0.01 %, making simultaneous recording and 
stimulation possible. Typical neural recordings in guinea pig 
cortex are shown in Figure 8. A series of chronic implants are 
now being undertaken to assess the tissue reaction to such 
arrays. 

Re2 

4.4MQ 

I �ecording site I electrode interface 
headstage 
amplifier 

Ra2 

Ral 

Figure 7: An equivalent circuit showing the various electrical 
elements that form the signal path in a typical probe assembly. 
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Figure 8: Simultaneous single-unit activity recorded from 
guinea pig cortex using an 8x8-shank 3D probe array. 

CONCLUSIONS 

Gold electroplated beams are being used to realize 
orthogonal lead transfers in forming 3D microelectrode arrays. 
This approach, implemented using simple rnicromachined 
assembly tools and fixtures, meets the needs of reliable array 
fabrication with high yield. It is easier to implement than 
previous approaches, is more reliable in terms of its 
interconnections, consumes less bonding area, and results in 
less tethering force on the tissue. The entire assembly 
procedure for an 8x16-shank array can be finished within half an 
hour. In further extending this approach to large numbers of 
sites, however, active multiplexing on the probes will be 
required. Using active multiplexing, arrays having 1024 sites 
on 200-400µm centers over 8-64mm3 tissue volumes are being 
developed. 
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ABSTRACT 

This paper presents a new method for microfabricating 
silicon-based neural probes that are designed for neurobiology 
research. Such probes provide unique capabilities to record 
high-resolution signals simultaneously from multiple, 
precisely defined locations within neural tissue. The fabrication 
process utilizes a plasma etch to define the probe outline, 
resulting in sharp tips and compatibility with standard CMOS 
processes. A low-noise amplifier array has been fabricated 
through the MOSIS service to complete a system that has been 
used in multiple successful physiological experiments. 

INTRODUCTION 

It is necessary to study the simultaneous functioning of 
many neurons in order to understand how the nervous system 
works [l]. Until now, most investigations into the functioning 
of groups of neurons have been conducted by studying one 
neuron at a time, then pooling the results into a summary that 
has been assumed to represent the activity of an entire 
population of cells. By using multiunit recording techniques, 
however, it has become clear that correlations among the 
activities of neurons often carry information that cannot be 
found by studying neurons separately. For instance, a recent 
study in the olfactory bulb focused on the considerable 
variability seen in the responses of individual mitral cells to 
odor stimulation [2]. With a single-neuron recording, this 
variability would have appeared random, but simultaneous 
recordings revealed it to be coordinated among several cells. In 
many other applications, it has been found to be crucial to study 
multiple cells simultaneously (e.g., [3,4)). 

Of all the available techniques for studying neural 
function, it appears that only arrays of extracellular 
microelectrodes have the ability to record the activities of many 
individual neurons simultaneously, on a fast time scale, and in 
intact, behaving animals. Extracellular arrays are most 
commonly made from fine wires [2-4]. Wire arrays are attractive 
to the neurophysiologist because they are dependable. They can 
be built in the laboratory using readily available materials, and 
they have been demonstrated by many researchers to be capable 
of acquiring high-quality data. 

Micromachined neural probes readily offer several 
advantages over wire arrays, including: (I) individual shafts 
easily support multiple electrodes, which facilitates the study of 
local networks; (2) relative electrode locations are precise and 
repeatable; and (3) probe shafts displace less volume than wire 
bundles, causing less neural damage. 

A longer-term advantage offered by silicon neural probes 
is the possibility of integrating circuits directly on the probes. 
Neurophysiologists are pushing the technology toward a greater 

number of electrodes per array [2-4 ), and are hoping to 
eventually use systems with hundreds of channels. As the 
number of electrodes increases, it becomes nontrivial to make 
connections to the electrodes. Active probes with integrated 
amplifiers and multiplexers will be necessary to keep the 
packaging problem tractable, particularly in mobile, 
chronically implanted animals. 

Microfabricated neural probes were first developed in the 
late 1960s [5]. Since then, several groups have developed 
neural probes [6-13), including two that have integrated 
circuitry [6,13,14). Almost all of these previous efforts have 
produced probes with cross-sectional dimensions near the 
electrodes greater than 100 µm, which is likely to result in 
significant damage to the nearby neurons. Only two [6,7) have 
produced probes with properties that appear to be suitable for 
use in basic neuroscience. 

The defining step in any neural probe fabrication process 
is the probe shaping technique. Of the two previous high
quality probe fabrication efforts, one uses a diffused p++ etch 
stop together with an anisotropic wet etch to define the probe 
shape [6]. The other uses (110) oriented wafers and an 
anisotropic wet etch, stopping on the { 111} planes, to define 
the shaft sidewalls [7]. Both processes require extra steps 
specifically to produce sharp tips, and both require significant 
CMOS process modifications to incorporate circuits. 

Neurons communicate principally via transient (=1 ms) 
electrical signals called action potentials. When recorded 
extracellularly, these events occur as potentials with typical 
amplitudes up to 500 µV, and have significant power in a 
frequency band from tens or hundreds of Hz up to several kHz. A 
field potential is another, lower-frequency, signal that is also 
often of interest to neurobiologists. These signals typically 
have significant power from below one Hz up to hundreds of 
Hz, and can range in amplitude up to a few mV. 

In order to record from a relatively intact neural network, 
an electrode array must be designed to minimize the damage it 
inflicts when it is inserted into the brain. The electrodes should 
be constructed of biocompatible materials, particularly if they 
will be implanted chronically. The electrode shafts should be 
straight, smooth, and stiff, and have sharp tips and small cross
sections. The shafts should be aligned with the insertion device 
so that they are inserted straight into the tissue [15]. These 
geometrical and mechanical constraints are particularly 
important when recording from the vertebrate brain, which is 
wrapped in a membrane called the pia mater. If the electrode 
dimples (locally depresses) the brain during penetration of the 
pia, the superficial neural tissue will probably be damaged. 
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SYSTEM DESIGN 

The goal of this work has been to develop a complete 
neural probe system and to make it available to the research 
community. To facilitate this development, the probe and 
circuit fabrication have been pursued independently, with care 
taken to preserve the ability to integrate the two in the future. 
This has meant keeping all processing 
temperatures at or below 300°C. 

Probe Design. The current probes are fork 
shaped, having one or more parallel shafts 
projecting from a base (Fig. I). Current 
designs support 16 iridium electrodes placed 
near the tips of the shafts, with a single 
reference electrode near the midpoint of the 
middle shaft. 

The electrical properties are primarily 
determined by the electrode characteristics 
(16]. The electrode design is based upon 
previous research [18]. 

Plasma etching provides the flexibility 
of defining arbitrary probe outlines. A 
second important feature is the low curvature 
in the probe shafts. Najafi, et al., 
accomplished this by depositing alternating 
layers of insulators with opposite stresses 
( 6 ]. In the present design, a low-stress 
nitride has been used, eliminating the need 
for stress cancellation. Other advantages of 
the nitride are that it is deposited at low 
temperatures (300°C), it is very conformal, 
and it has an extremely low pinhole density. 

The use of two metal layers-one for 
traces, the other for the electrodes
minimizes the shaft cross-section. Another 
benefit of this approach is the flexibility to 
place the electrodes at arbitrary positions on 
the shaft, such as in tetrode configurations. 

Figure 1. 

Plan view of a 

probe. 

This capability, together with the plasma-based probe shaping 
technique, has facilitated the design of fifteen different probes, 
each intended for a particular physiological experiment or 
engineering test. 

Circuit Design. An 18-channel preamplifier-filter was 
implemented on the MOSIS 2 µm low-noise analog process 
(Fig. 2). Each channel is amplified with respect to the 
reference electrode input. The input range is sufficient to 
accommodate the range of signals expected (10 µV-5 mV). 
The passband gain of 150 is provided 
in three stages. The output buffer, B, 
was designed to drive a 10 nF load. 
The output is fed back into A3 to set 
the DC output level to an on-chip 
reference value. The low pass cutoff 
is fixed at 35 kHz by the shunt 
capacitor between A3 and B. The 
coupling capacitors in combination 
with Ml-M4, which are biased in the 
sub-threshold regime, create the 2-

Ml 

allowing the cutoff to vary between I Hz and IO kHz. 
A prototype board was made to mount the preamplifier

array chip directly to the probe carrier printed circuit board. A 
separate signal-conditioning amplifier was built using 
commercial components. It provides a gain of 2.8 to match 
signal levels to the input range on the data acquisition system. 
This amplifier also provides a two-pole rolloff at 3 kHz for 
anti-aliasing. 

PROBE FABRICATION 

Starting with standard 4-inch, (I 00)-oriented, p-type 
wafers, the probe fabrication process proceeds in three phases 
(Fig. 3): 

I. Thin-film deposition (electrodes, bond pads, and
insulated interconnect traces)

2. Probe-shaping etches
3. Finishing steps

Thin Film Deposition. Initially, a I µm insulation layer 
of silicon nitride was deposited in a PECVD system (STS
Electrotech) using dual-frequency RF excitation of the plasma. 
Process parameters were adjusted to yield low stress (typically 
<100 MPa tensile). 

The first metal layer was then deposited and patterned 
using a liftoff process. After defining the liftoff structure (I µm 
of photoresist over 500 nm of polysilicon), 25 nm of titanium 
(to improve adhesion) and 500 nm of gold were sequentially 
deposited by electron-beam evaporation. The liftoff was 
accomplished by dissolving the photoresist in acetone, and the 
polysilicon was plasma etched with 50 seem SF6 and 50 seem 
C2ClF5 at 260 mW/cm2 and 150 mTorr.

The second layer of silicon nitride, 0.7 µm thick, was 
deposited using the PECVD process. Contact holes to the bond 
pads and for gold-iridium contacts were etched in the nitride 
using a plasma with 50 seem SF6 and 50 seem C2ClF5 at 
270 mW/cm2 and 150 mTorr. 

Another liftoff process was used to pattern the iridium as it 
was deposited, using a bilayer of photoresist over aluminum. A 
75 nm layer of silicon nitride was deposited to avoid the 
formation of unwanted intermetallics between the aluminum and 
the gold exposed in the contact cuts. A 500 nm thick layer of 
aluminum was sputter deposited, followed by I µm layer of 
spun-on photoresist that was then patterned. The aluminum was 
etched using a standard wet etch until the undercut was 1.5-
2.0 µm. Finally, the thin nitride layer was removed from the 
contact holes with the nitride plasma etch. 

The wafers were placed in a custom magnetron sputtering 
system to deposit 300 nm of iridium after a 30 nm tacking layer 
of chromium. To lift off the unwanted Cr/Ir, the wafers were 
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Figure 2. Schematic of one channel of the preamplifier circuit showing the filtering 

elements. 

267



Iridium Gold 

(a) 

Chromium 

Nitride 

Nitride 3 

Nitride 2 

Nitride 1 

(KOH barrier) 

••---+�Silicon Etched 
_, ___________ , by KOH 

(b) 

(c) 

Figure 3. Schematic representation of the probe fabrication 

process flow, seen in a cross-section through an electrode site 

(not to scale). Parts (a), (b), and (c) show the end of the three 

major processing phases discussed in the text. 

placed in a fresh solution of sulfuric acid and hydrogen peroxide. 

Any remaining Cr/Ir was then removed by a high-pressure water 

stream in a mask cleaner. 

Silicon nitride was deposited to a thickness of 1.0 µm as 

the passivation layer for the probe. A 30 nm layer of chromium 

was deposited and patterned to later serve as the nitride etch 

mask. Fig. 3(a) depicts the cross-section at this stage. 

Probe Shaping. A 15 µm layer of AZ-P4620 photoresist 

(Shipley) was spun on to the wafers and patterned as a mask for 

the front-side plasma etches. The nitride over the trenches was 

etched using RIE with 15 seem CHF3 and 4 seem 02 at 

80 mW /cm 2 (sufficient for a -400 V bias) and 50 mTorr. The

underlying silicon was plasma etched to a depth of 30-40 µm in 

100 seem SF6 and 70 seem C2ClF 5 at 260 mW/cm2 and 

100 mTorr. 

After the photoresist was stripped, a 1 µm layer of silicon 

nitride was deposited to protect the front of the wafer during the 

back side KOH etch. The wafer was diced in order to enhance the 

etching uniformity, then the dice were placed in a 15% KOH 

solution at 80°C. This solution thinned the silicon substrate 

from the back side at a rate of 1 µm/min. A visual end condition 

was used, as the nitride in the trenches became transparent when 

the underlying silicon had been removed. After a few minutes 

overetch, the final probe thickness was z25 µm. See Fig. 3(b). 

Finishing Steps. An RIE etch was used to strip the KOH 

barrier nitride. As the etch continued, portions of the 

passivation nitride layer were etched with the chromium layer 

Figure 4. SEM of the tip region of a three-shaft probe, 

with 16 electrode sites: six on the left and right shafts, and 

four on the center shaft. The shafts are staggered in length. 

Figure 5. SEM of the top three electrode sites on a six

site shaft. Note the interconnect traces running beneath the 

electrodes, and the small dimples where the metal-to-metal 

contacts are made. 

serving as a mask, exposing the electrode sites and the bond 

pads. Finally the chromium itself was removed by immersion in 

a chromium etching solution. See Fig. 3(c). 

The completed probes were mounted on PC boards, with 

the shafts projecting off the boards. After wire-bond 

connections were made between the probe and the boards, the 
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probe base and wire bonds were encapsulated in an epoxy (87-

GT, Epoxy Technology, Inc). 

EXPERIMENTAL RESULTS 

Bench-Top Testing. SEMs of the neural probes are shown 

in Figs 4-6. Probe tip sharpness was evaluated in a SEM, which 

shows a tip radius of curvature of less than 0.25 µm. 

Preliminary impedance measurements indicate an electrode 

capacitance of 40 pF with a shunt capacitance of 20 pF. 

In gain measurements across 72 amplifier channels, 

midband gain was found to be 43.5±0.5 dB. Total harmonic 

distortion was found to be less than 1 % with a 5 mVpp input 

and less than 0.25% with a 1 mVpp input. The input-referred 

noise is 8 µV rms for a bandwidth between 10 Hertz and 

10 kHz. Operating at ±2.5 V supplies, the entire chip 

dissipates 10 mW. 

Neural Recordings. The subjects for the physiological tests 

of the probe system were 90-180 day old female albino 

Sprague-Dawley rats, weighing about 250 g. During an 

experiment, an animal was anesthetized with ketamine, 

xylazine, and acepromazine, together with a small initial dose 

of pentobarbital. Surgery was performed to allow access to a 

portion of the right somatosensory neocortex, which responds 

to touch stimuli. The exposed brain was continuously bathed in 

a warm saline solution. The animal was euthanized with an 

overdose of pentobarbital at the end of the experiment. 

To make a recording, a probe assembly was mounted on a 

motorized micromanipulator, positioned over the exposed 

brain, and slowly inserted. The deepest electrode on one of the 

probe shafts was monitored during insertion using both an 

oscilloscope and an audio system. Recordings were made at 

locations where several of the electrodes were close enough to 

neurons to pick up clear neural activity. Signal quality on each 

channel was comparable to that obtained with a conventional 

extracellular microelectrode. See Fig. 7 for an example of the 

data recorded. 

The neural recordings demonstrate that the probes and 

electronics work, and that they are capable of recording high

quality data. These tests have also uncovered some areas where 

more work is needed. Despite the sharp tips, the probes still 

cause some dimpling, especially in experiments conducted in 

the rat cerebellum, where the pia is relatively tough. In one 

experiment, the pia was removed and a probe was inserted into 

the cerebellum with no dimpling, verifying that the pia is the 

major source of resistance to electrode entry. 

Furthermore, although the probes have recorded action 

potentials in all preparations tried, some of which did not yield 

high-quality recordings. Besides neocortex, olfactory bulb 

slices (mitral cells) and deep portions of cerebellum (Golgi cells 

and deep Purkinje cells) have produced recordings with good 

signal-to-noise ratios. In the superficial cerebellum, the 

neonatal rat brainstem nuclei, and the locust antenna! lobe, the 

signal quality obtained with probes has been worse than that 

typically obtained with conventional single electrodes. 

Figure 6. SEM of a probe tip (top view), showing the 

sharpness yielded by the dry etch process. 

Another problem is that the probes are light sensitive. 

Photogenerated carriers in the probe substrate appear to couple 

capacitively into the gold traces via depletion regions formed at 

the surface of the silicon. 

CONCLUSION 

The positive results obtained so far indicate that the basic 

probe design is sound. It is believed that the probes are 

damaging nearby neurons during insertion, possibly because of 

a misalignment of the probe shafts to the insertion axis and 

snagging of the tissue by an abrupt edge in the nitride near the 

tips. The shaft misalignment is visually apparent and is 

probably due to stresses in the encapsulating adhesive lifting 

the probe shafts off the carrier PC board. New probe mounting 

methods are being explored to solve the adhesive stress 

problem, and the mask set will be redesigned to eliminate the 

nitride edge. The light sensitivity can be eliminated by placing 

a metal layer under the interconnect traces to provide electrical 

shielding from the substrate. 
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Figure 7. (Bottom) Eight channels of data obtained from one of two single shafts of a silicon probe in rat primary somatosensory 

cerebral cortex. The electrode sites were spaced vertically on the probe needle at 40 µm intervals, covering 280 µm of cortical 

depth. The data presented shows a spontaneous burst of activity recorded in an anesthetized rat. (Top) The same data plotted 

to show spiking with respect to time and the depth into the cortex. Darker regions indicate increased neural activity. 
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ABSTRACT 

We describe a process for the fabrication of high-density arrays of 

valves designed for switching liquids. To make small valves capable of 

opening and closing large orifices for liquid flow requires a flexible 

movable membrane. We use silicone rubber, because it is elastomeric, 

makes good seals, and can be spin-coated. Aow channels are defined 

by a sacrificial photoresist The behavior of individual valves is mea

sured, and a model describing the flow is presented. Valve arrays at 

densities up to 16 valves/cm2 have been demonstrated. 

INTRODUCTION 

Previously, we have described an eight-channel chip with 32 sens

ing spots for the measurement of the metabolic responses of living 

cells (1). To improve time response and reduce the sample volume, we 

need an array of eight four-way valves on a chip that can be directly 

interfaced with the sensing chip. The type of interface that minimizes 

dead volume is to stack the valve chip and the sensor chip directly on 

top of each other. This defines the valve density required; since a four

way valve can be implemented with four one-way valves, we need 32 

valves in the area of the chip, which is 5.3 cm2. This defines the 

required valve density as at least 6 valves/cm2; however, the constraint 

is even greater since the placement is not arbitrary. A density of 10 to 

20 valves/cm2 is desirable, and a smallest dimension ofless than 1 mm. 

Most microfabricated valves described previously work only with 

gases and are 5-8 mm on a side for a single valve, meaning maximum 

densities of 4 valves/cm2. The aim of this work is to develop a tech

nology for making high density arrays of valves for liquids. This must 

include an interconnection method for the individual components. 

Although the design specifications follow from a specific application, 

the process and devices presented here are not limited to this applica

tion, but can be used for a wide variety of purposes. 

CHOICE OF MEMBRANE MATERIAL 

To make valves smaller than 1 mm, yet maintain openings of 

about 100 µm for liquid flow requires a movable membrane material 

much more flexible than glass or silicon and capable of large defor

mations. For instance, to deflect a membrane 500 µm wide by 100 µm 

in the middle, an elongation of about 15% is needed (assuming the 

deflected shape is an ellipse). To avoid large forces in causing these 

displacements, a low Young's modulus is needed. One material with a 

low Young's modulus is polyimide (Eis 3xlQ3 MPa, as opposed to 

l.9xlOS MPa for silicon), which has been used for micropump mem

branes (2). However, polyimide is not capable of large elongations. A 

class of materials with even lower modulus values are the elastomers, 

such as silicone rubber, which have also been used for microvalve 

membranes (3). We chose silicone rubber because it has a very low 

modulus, is an elastomer which forms very good seals, and can be spin 

coated and cured on silicon wafers. Most types of mechanical actua-

tors can be adapted to our valves, but for our application the most con

venient and flexible is pneumatic actuation. 

PROCESS DESCRIPTION 

Given that we desire an elastomeric membrane, it is desirable to 

make these membranes a permanent part of the valve structure. 

Handling loose membranes to place in some assembly is difficult, and 

cannot be done on a wafer scale. Therefore, we spin-coat the uncured 

polymer on the silicon wafer, and then cure it at 150
°

C. By using an 

addition-cure two-component rubber, this forms a very tight bond 

between the rubber and the oxidized silicon. To form flow channels 

between the rubber and the silicon, a sacrificial layer is needed to 

avoid the bonding of rubber to the substrate in some areas. The sim

plest type of sacrificial layer is photolithographically patterned pho

toresist. Subsequent removal of the sacrificial layer will then create the 

regions where flow can occur. To provide access to the flow channel, 

holes have to be made through the wafer. To do this, we used 

anisotropic etching, which can terminate gently on the oxide layer on 

the other of the wafer. This overall process is similar to that described 

by Shoji [4] for devices in which the membrane is negative photore

sist. The detailed description of the process steps is : 

1. Starting material: 100 mm diameter low-doped silicon wafers,

double-sided polished, 500 µm thick.

2. Wet oxidation to form a 1 µm thick oxide on both sides.

ssssssss»»»»»>>»»»»»» 

Pattern a layer of controlled thickness of positive photoresist on the 
top side of the wafer, in alignment with a pattern in the bottom oxide 

Spin-coat uncured silicone rubber on top of wafer and cure 

7�� 
Anisotropically etch openings through the waler in one-sided etching fixture 

Etch oxide and remove sacrificial photoresist 

Figure 1. Process schematic 
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Figure 2. SEM close-up of the cross-section of a valve structure. 

3. Pattern backside oxide with the interconnection channel
pattern.

4. Anisotropically etch interconnection channel to desired depth.
5. Strip oxide and regrow it
6. Photolithographically define openings in the oxide on the back

side, for the holes through the wafer.
7. Spin-coat sacrificial photoresist on the frontside of the wafer, in

alignment with the hole pattern on the backside.
8. Spin-coat uncured silicone rubber (Dow-Corning 96-083) on the

frontside, on top of the photoresist, and cure (I hour at 150°C).
9. Etch holes in the silicon from the bottom in an anisotropic

etchant. This is done in a one-sided silicon etch fixture, so that
the rubber on the frontside of the wafer is not damaged by the 
etchant. This etch step self-tenninates when the oxide on the 
other side of the wafer is reached. 

IO. Etch the oxide windows in buffered HF, which also removes all 
the oxide exposed on the backside. 

11. Remove the sacrificial photoresist layer in a resist removing
solution.

12. Wafer dicing.
Fig. I shows the key steps in this process, but without including the

interconnection channel. Fig. 2 shows an SEM close-up of the cross
section of an actual structure. The top geometry is defined in Fig. 3. 

A SIMPLE MODEL TO 

DESCRIBE VALVE OPERATION 

In this section, we will develop an analytical model for the flow Q
in a valve structure such as shown in Fig. I, as a function of the applied 
pressures. Those pressures are the driving pressure on the inlet side 
Pd,, and the pneumatic actuation pressure applied to close the valve Pc1. 
The pressure at the outlet is assumed to be zero, without loss of gen
erality. The dimensions of the flow channel are typically 2000 µm in 
length, 500 to 1500 µm in width, and Oto 100 µm in height, depend
ing on the applied pressure. It is natural to model the flow in such a 
long and thin channel as the laminar flow between two parallel plates, 
which is given by: 

3 
Q =-I_WH Pdr 

12µ L (I) 

where the dimensions W and L are defined in Fig. 3, µ is the dynamic 
viscosity of the fluid, and H is the height of the flow channel. This 
height depends on the displacement of the silicone rubber membrane 
due to the net pressure acting on it, namely &' =Pdr Pc1. The dis
placement of a rectangular membrane of width Wand length Lis given 
by [5]: 

t'lP = C1or d + C2Et d3
a2 a4 (2) 

where 2a is the smaller of Wand L, Eis Young's modulus, er the resid
ual stress, t the thickness of the membrane, and C1 and C2 are con
stants dependent on the ratio WIL and Poisson's ratio v. In the case of 
an elastomeric membrane, Young's modulus is very low, and thus the 
linear term is dominant (see measurements below). We will therefore 
assume that the membrane moves linearly with applied pressure, and 
we will call the proportionality constant a:

(3) 
This equation neglects the contribution to H due to the sacrificial layer 
itself, which is usually much smaller than the displacement caused by 
pressure. Substituting this equation into (1) we obtain: 

Q =-1- W a3(Pdr - Pc1'f Pdr
12µ L 

When Pd, >>Pc1 this can be approximated as: 

Q =-1- W a3(Pdr - Pci'f
12µ L 

(4) 

(5) 
although this approximation turns out to be useful in a wider range of 
pressures as well. Both equations (4) and (5) predict that flow will 
increase very rapidly with driving pressure, due to the flexibility of the 
membrane. When Q is high, however, the pressure loss in the openings 
through the wafer, and in the fittings used to access the valve is no 
longer negligible. This must be modeled by a flow resistance in series 
with the valve itself. This situation is similar to modeling the current
voltage characteristics of a semiconductor p-n junction: at high cur
rents the effect of the series resistance of the semiconductor becomes 
dominant. If we call the externally measured pressure P ext, then we can 
write: 

(6) 
where R is the flow resistance in series with the valve. The value of the 
approximation of equation (5) is that it is now possible to invert that 
equation to obtain: 

topside 

opening 

( 12µ )114 1/4Pexr = RQ +Pc1+ --- Q 
(WIL)a 3 

w 

(width of 
fluid path) 

L (length of fluid path) 

sacrificial layer/ 
flow channel 

Figure 3. Definition of top geometry. 

(7) 

topside 

opening 
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This equation models the entire family of curves of Q as a function of
P e,a and Pdn with two adjustable parameters, namely a and R.

MEASUREMENTS ON INDIVIDUAL VALVES 

The first type of measurements we will present here are the load
deflection curves of the membranes as a pressure is applied under
neath. These measurements, although they do not directly test the
valve function, are useful on two levels. First, they allow the charac
terization of the silicone rubber membranes, in particular the residual
tensile stress that keeps them stretched out. Second, by directly mea
suring the slope a used in Eq. (3), it is an important verification of the
model presented in the previous section. Although we made some spe
cial-purpose square test structures similar to those used by Senturia et
al. [6] for polyimide characterization, it turned out that a valve struc
ture can be used as well, since pressure can be applied to the entire
membrane through the two holes through the wafer. In that way, the
same device can be used for measuring a with two different methods.

The device was tested in a fixture that allowed free observation of
the top of the membrane, and the application of pressure at the bottom.
Pressures were measured with solid-state pressure transducers, and the
deflection height of the center of the membrane was measured with the
calibrated focus of a microscope. The thickness of the silicone rubber
was measured by looking at the diced cross-section at the edge of the
chip with a calibrated microscope. Fig. 4 shows the data on a device
with W = 1239 µrn, L = 2428 µrn, and membrane thickness 58 µrn. A
good fit with the function of Eq. (2) is obtained, and the linear term
corresponds to a1d = 81.8 µm/psi. The linear and cubic coefficients can
be used together with Eq. (2) to give Young's modulus E = 0.87 MPa
and the residual stress cr = 0.28 MPa. This corresponds to a quite large
residual stress of 32%. We encountered values of E from 0.7 to 1.0
MPa, and cr from 0.23 to 0.28 MPa, while testing a range of samples
with thicknesses from 29 to 107 µm. The thickness did not appear to
affect either E or cr significantly.

The next type of test is to measure how well these structures work
as valves. A different test fixture was used for this, one that included
an external gasket to separate the two flow openings. Driving pressure
was applied by pressurizing a vessel filled with deionized water. All
tests were done at room temperature with filtered DI water. Flow was
measured gravimetrically for high flow rates, and by bubble move
ment in a calibrated capillary for low flow rates. Fig. 5 shows data

obtained on the same structure as used for Fig. 4, namely flow as a
function of driving pressure, with closing pressure as a parameter.
Each curve has an initial domain where Q increases very rapidly with
pressure, and then the dependence becomes linear as the external flow
resistances become dominant. The value of a found by fitting these
curves to Eq. (7) is 65.3 µm/psi. As expected, this is somewhat small
er than <41, since the channel height in Eq. (1) is an average, not the
maximum found in the middle of the membrane. Taking account of
this, the two values of a agree very well.

Eq. (7) predicts that applying a closing pressure shifts the curves
by the same amount as the closing pressure. The dotted curves in Fig.
(5) show how well that model works when higher closing pressures are
applied. As expected, when Pc1 is 2 psi or greater, the agreement with
data becomes poor. There are two possible reasons for this: first, the
approximation leading to Eq. (5) is not valid anymore. Second, Eq.(3)
is not entirely correct, since the closing pressure is applied uniformly
to the top of the membrane, while the driving pressure is only applied
to one edge of the membrane. A simple way of modeling this is to
assume that the average value of the pressure under the membrane in
the channel is not P dr but rather P dr I /3. This leads to Eq. (7) being mod
ified to:

p ext =RQ + f3Pc1 + /3( 
12µ )"4 Q 114 

(WIL)a3 
(8) 

The continuous line in Fig. (5) represents this model with three
adjustable parameters, where /3=1.2. Oearly, adding this parameter
improves the fit of the model considerably.

Another way of looking at valve characteristics is as a function of
closing pressure, for a fixed driving pressure. This shows how well a
valve can shut off flow, and is best seen in logarithmic coordinates.
Fig. (6) shows data in this way for three different valves that have the
same Wand L, but different thicknesses of the sacrificial layer. Clearly,
thinner sacrificial layers produce much lower leakage flows. This is
probably due to leakage at the edge of the flow channel, which does
not entirely collapse when closing pressure is applied. This can be
avoided by extending the sacrificial layer beyond the top openings of
the flow holes.
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TESTING OF INTEGRATED VALVE ARRAYS 

The true advantages of this integrated valve technology are only 
realized when use is made of the fluid interconnect layer at the bottom 
of the wafer. This allows valves to be interconnected in any pattern that 
is allowable in two dimensions. In particular, for the applications we 
were pursuing, the most useful structure is a four way valve, made 
with four individual valves, but with inputs and outputs combined, as 
shown in Fig. (7). In addition to testing the individual valves that make 

up this array, we have tested the ability of the array to switch flow from 
one path to another. The setup of that experiment and its results are 
shown in Fig. 8. Two of the valves are constantly held closed, while 
2 psi driving pressure is applied to the input located between the two 
other valves. As the closing pressure is gradually switched from one 
valve to the other, the flow also is switched. Note that in Fig. 8 
the flow on/flow off ratio is 106; this is due in part to the improved 
layout seen in Fig. 7, where the sacrificial layer extends beyond the top 

openings. The density of the structure of Fig. 7 is about 16 valves/cm2; 
the densest structures we have fabricated are a set of three four way 
valves in a 1 cm2 chip, for a density of 12 valves/cm2. 

DISCUSSION AND CONCLUSION 

Comparing this work to the recently reported work by Vieider et 

al., [3] who also used silicone rubber membranes, there are several 
important differences. In this paper, the flow path and the movable 
membrane are integrated in a single die; in Ref. [3] two chips must be 
aligned in an external fixture. The flow path is much shorter in [3], 

leading to a valve with a rapid transition between open and closed 
states; the valves described here have a longer flow path, which lends 

itself more to accurate flow control. 
The integration of the movable membrane in the flow chip is 

achieved with a sacrificial layer; one of the problems we encountered 
after removing that layer is, not surprisingly, stiction. In most cases, 
acetone or isopropanol were needed to initially unstick membranes. 

More work will be needed to devise methods to overcome this prob
lem. There are many further directions into which this work can be 
taken. One of them is to combine these structures with other actuation 

methods. Another is to integrate the flow input/output manifolds, and 
the closing pressure manifold, so that valve chips need no further 

external fixtures to operate. 

Key to layers· 

D Bottom channel 

D Bottom openings (to front) 

• Top openings covered with 
sac layer, for valve 

4.6mm 

1111 Sacrificial layer for valve 

fonnation (photoresist) 

Figure 7. layout of a symmetrical four-way valve array, ma.de with 
four one-way valves. The size is 4.6 mm on a side. Other; non-sym
metrical, layouts that minimize the size along one dimension have 
also been fabricated. 
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ABSTRACT 

High amplitude ultrasound, generated by a micromachined sili
con resonant transducer, was used to atomize and pump liquids. 
The needle-shaped device made by bonding two silicon horns, is 
driven by lead zirconate titanate (PZ.T) piezoelectric plates. Water 
was atomized continuously at feed rates of 2.4 ml/min into a mist 
with mean drop siz.e of 25 µm at a 72 kHz resonance frequency. An 
isopropanol mist was ignited to produce a spray combustion flame. 
When the vibrating tip is immersed in fluids, streaming forces 
cause the fluid to be pumped at rates of 10 ml/min and generate 
pressure as high as 0.75 psi (5200 Pa.) 

INTRODUCTION 

In this paper, we present further results on using a microma
chined silicon ultrasonic resonant transducer which can generate 
high amplitude ultrasound ( ultrasonic tip velocities as high as 23 m/ 
s = 51 miles/hour= 83 km/hour). Earlier [1,2] we used this silicon 
transducer to perform ultrasonic surgery on a human cataractous 
eye lens. While performing surgery, we noticed pumping and atom
izing surrounding the tissue. A literature survey revealed that high 
strength titanium-alloy based ultrasonic transducers have been used 
before to pump and atomize liquids[l 3,14]. In particular, fuel atom
ization has been of practical significance for fuel combustion sys
tems [12.13 ]. 

Silicon based micro-fluidic systems are predicted to have appli
cations in chemistry, biology and medicine. Examples include drug 
delivery, analysis and processing. Many of these structures consist 
of silicon wafer sandwiches, where fluids have to be delivered and 

Silicon ultrasonic needles 

Pumps 

Silicon micro-fluidic system 

Figure 1. The silicon ultrasonic needle used both as a 
pump and an atomizer. 

PZTwashers 

12cm 

PZT plate 

I 
(0.5 mm thick) 

Conduit 

1.1mm 

Figure 2. Conventional metal transducer and the 
silicon transducer 

removed from micrometer size orifices. The pump presented in this 
paper can be made small enough to remove, deliver and atomize 
fluids from micro-fiuidic systems (Figure 1.) 

A conventional metal-based resonance transducer (Figure 2, top) 
is assembled by sandwiching PZT plates between a high strength 
titanium alloy horn amplifying section and a back reflecting mass. 
The PZT plates drive the structure in its longitudinal resonance 
mode. The resonators are designed such that some multiple number 
(usually 1-3) of half-wavelengths of acoustic wave fit along the 
length of the transducer. The horn focuses the ultrasonic energy to 
amplify the longitudinal motion of the tip. The PZT plates are 
placed at the displacement node of the resonator. 

The silicon resonator tool (Figure 2, bottom) consists of two 
bonded silic9n horn shaped plates. A channel is formed by V
grooves on each plate. A PZT plate is bonded at the nodal point of 
the structure on one or both sides of the device. The d31 coefficient 
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Table 1. Ultrasonic properties of selected ultrasonic materials [5,6,7,15] 

Property y Strength 

Carbon steel 200 2.1 

PZT4 85 0.024 

PZTS 67.5 0.0276 

causes the P'ZT to stretch and contract in the longitudinal direction 
when the applied electric field is in the thickness direction. 

Silicon transducers have several significant over their metal 
counterparts: The tip displacements can be higher, and the losses 
and costs can be lower. The maximum tip velocity or displacement 
in an ultrasonic resonator is proportional to Smc [4]. Here Sm is the 
fracture strain and c is the speed of sound in the resonator material. 
Smc for silicon is times higher than titanium alloy (Table 1, high
lighted sections). Silicon can be driven eight time higher in ampli
tude than titanium alloys before failure. Since effects like pumping 
and atomization are due to high acoustic intensity, which is propor
tional to the square of the ultrasonic amplitude, silicon transducers 
can have 64 times higher pumping/atomization rates. 

A problem experienced with the conventional metal transducers 
is heating at high ultrasonic amplitudes. Since silicon's dislocation 
density is very low (1 dislocation/cm3), its internal Q is an order of 

magnitude higher than metal alloys. Hence, a silicon transducer 
will generate much less heat and have a higher device quality factor. 

The conventional metal transducers are also costly (>$3000) 
because each is machined serially using expensive hard-alloy 
machining techniques. Micromachined silicon transducer can be 
inexpensively batch-fabricated to tighter tolerances. Furthermore, 
any strength reducing surface flaws can be eliminated by oxidation 
to recover high fracture strength of 7 GPa [15). Low cost, due to 
batch processing, will allow parallel operation of several silicon 
transducers for a fault tolerant system. Integrating stress, flow, and 

Figure 3. Silicon horns of various shapes 
(with a 10 cent coin) 

Density 

7900 53 

7600 .93 

7700 1.21 

Acoustic 

Loss 
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Acoustic 

Impedance 

1256 

803 

720 

temperature sensors in the silicon device will permit operation with 
closed-loop control. 

FABRICATION 

The fabrication of the silicon transducer starts with a silicon 
nitride (0.3 µm thick) coated four-inch silicon wafer (<100> orien
tation, 0.55 mm thick). Using photolithography and front-back 
alignment, the V-groove and the horn shapes are defined in a spun
on photoresist. A standard nitride plasma etch was used to remove 
nitride from exposed areas. KOH anisotropic etch is used to etch 
silicon from front and back simultaneously, until the horn structures 
are suspended in the wafer by the thin silicon nitride membrane 
alone. The silicon horns (Figure 3) are broken free by a gentle push 
as the membranes are quite weak. After piranha and HF oxide 
removal, these horns are thermally oxidized (0.5 µm oxide) to pas
sivate the silicon surface. Then a 1 µm thick LPCVD deposited 
low-stress nitride is deposited conformably on all the horn surfaces 
to increase impact resistance of the final needle structure. Figure 
Sshows the different shapes of horns fabricated. 

Cyano-acrylate ("Super glue") 

Figure 4. Assembly of the silicon 
ultrasonic device 

To form the structure 
(Figure 4), a thin layer 
of epoxy is screen 
printed on a set of 
horns. They are then 
aligned together on 
top of each other by 
using a piano wire 
inserted in the conduit 
formed by the two V
grooves. The structure 
is then heat treated at 
70

° 
C for 1 hour for

best epoxy strength. A 
brass grommet is also epoxy glued at the shank side of the needle 
structure for the tubing connection. In the future, the two silicon 
horns will be joined with stronger bonding techniques like fusion, 
anodic or silicon-gold eutectic bonding. The ultimate strength of 
the bond will also determine the ultimate peak displacement ampli
tudes achievable with the silicon resonator. 

P'ZT-4 plate (1 mm thick) is bonded at the nodal point of the 
ultrasonic resonator. Both super-glue (cyano-acrylate) and epoxy 
were tried. The former permitted obtaining a thinner bond and bet-
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Figure 5. Numerically computed relative longitudinal 
displacement along the length of the silicon device. 

ter acoustic coupling. After bonding, lead wires are soldered to the 
two faces of the PZT plate. 

DEVICE MODEL 

The usual balance between elastic and inertial forces on each 
infinitesimal section of the structure was used to model the steady 
state resonance of the silicon resonator. Because the thickness and 
width are much less than the length of the transducer, a one
dimensional longitudinal wave propagation model can be used. 
Webster's horn equation [2] was solved numerically in the horn 
section as the cross-sectional areas varies along the length. Stress
free boundary conditions were applied to the PZf/silicon compos
ite horn. The elastic effects of the "super glue" and the epoxy were 
not included in the model because of their negligible thicknesses 
compared to those of the silicon and PZT. An amplitude enhance
ment factor of 10 was measured under an optical microscope. This 
is in good agreement with the ratio of 9.6 obtained from the 
numerically computed displacement profile shown in Figure 5. 

MEASURED RESPONSE 

Figure 6 shows the electrical impedance measured using a HP 
4195 impedance analyzer. The plot reveals a predicted transverse 
mode at 55 kHz and the desired U2 mode at 72 kHz.The full 
wavelength resonance is 95 kHz. followed by the first PZT half
wavelength resonance at 123 kHz. The impedance of the device 
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Figure 6. Electrical impedance vs. frequency 

vs. frequency can be used to ascertain the quality factors, coupling 
coefficients. and the electrical model parameters for the device at a 
particular resonance [1]. The smaller in phase at resonance for the 
'A/2 mode as compared to PZf mode indicates that coupling 
between the silicon and the PZT can be further improved by better 
bonding methods. 

The maximum longitudinal displacement measured in air, when 
the transducer held at the nodal point by a X-acto blade holder was 
100 µm at a 200 Vpp drive at 72 kHz (The amplitude achieved was 
limited by the obtainable amplifier output). This vibration ampli
tude implies a tip velocity of 23 m/s. In the future, we want to 
drive silicon to near its theoretical Smc velocity of 335 m/s by 
using better coupling and multiple horn amplifying sections. 

ATOMIZATION 

Figure 7. Droplets 
observed optically 

The high longitudinal vibration 
amplitude was used to atomize and 
pump fluids through the channel of 
the device. A fluid mist cone, one to 
five inches in length and one inch in 
diameter, was generated by the sili
con atomizer. This ultrasonic atomi-
zation occurs in a two-stage process. 

Fust, capillary waves form which are ejected once their amplitude 
becomes high enough [8]. Figure 7 shows droplets collected from 
the atomized mist on a hydrophobic plastic plate. Drop sizes were 
measured by measuring the drop size optically and multiplying by 
0.70 [16). The drop sizes measured were 20-35 µm. This range 
agrees with a mean diameter of 25 µm obtained from an semi
empirical expression [17). 

Here T is the fluid surface tension, p is the 
fluid density and f is the acoustical fre
quency. 

APPLICATION TO FUEL INJECTION 

Figure 8a. Alcohol atomization 

Figure 8b. Flamethrower. 

The rate at which fuel 
burns can be greatly 
enhanced by combust
ing the fuel in drop size 
from 30-60 µm [8] due 
to optimal mixing of 
air and fuel possible. 
Furthermore, more 
complete combustion 
and hence higher fuel 
burning efficiencies are 
possible. Most conven
tional fuel spray atom
izers accelerate the fuel 
into turbulence, forcing 
it to break into drops. 
This requires high 
power pumps and mov
ing equipment. Ultra
sonic atomization
eliminates needs for 
these pumps and inher

ently produces a low-velocity mist [11] that results in less wear. In 
order to investigate ultrasonic fuel combustion, we atomized iso
propanol into a mist with the silicon device (Figure 8a.) Then we 
ignited the mist to measure the rate of combustion (Figure 8b.) 
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Figure 9. Evidence of pumping water against gravity 
Continuous combustion at fuel feed rates of 2.4 ml/min wasobserved. The evidence of complete combustion was the absence ofalcohol droplets leaving the flame. 

PUMPING 

The driven silicon device pumped water (Figure 9) when it wasinserted in a petri-dish containing the water. Pumping is caused byforces generated by vortices induced by acoustic streaming (Figure10.) The outward vortices are formed due to shear coupling at theoutside walls of the device. The direction of these vortices is deter
mined by the gradient of the motion along the horns and the stress
free boundary condition on the liquid surface. The outward flowing
vortices induce a flow into the orifice. Zero-flow pump pressures as
high as 0. 75 psi was measured. Flow rate for a pressure differential
of five inches of water was 10 ml/min.

Using acoustic streaming theory, Jackson [9,10] calculated thesiz.e and shape of streaming vortices generated by a solid bar vibrating longitudinally in a liquid. It was shown that the vortex sizes scale with the dimensions of the vibrating bar unless the dimen
sions approach that of the shear viscous layer. Below this dimension, streaming inside the shear viscous layer becomes important.
This length is �
Here V is the 1anrmatic vis
cosity of the fluid and ro is
the radial frequency ofoperation. This layer is 2µm thick for water at 72
kHz.Hence, this pumping
mechanism will work for
needle orifice diameters
two or three times this length. Using microme
chanical techniques, it is possible to make a silicon
pump whose outer diameter is 10 µm. 

Ftgure_ 10. _Vortex flow pattern at
vzbratmg tzp. 

CONCLUSIONS 

Silicon's material properties make it superior to titanium alloysas an ultrasonic transducer material. It's high ultimate particlevelocity, Smc, and low acoustic loss make it ideal for high-ampli
tude ultrasonic applications. Silicon devices made by micromachin
ing techniques, creates a new regime of high amplitude miniature
ultrasound actuators. Batch fabrication, tight tolerances, and integration of sensors will increase the utility of the ultrasonic device. 

We have used the silicon ultrasonic resonator to atomize andpump liquids such as water and isopropanol. The atomization at 72kHz produced drop sizes varying from 25-35 um with fluid rates as
high as 2.5 ml/min. We atomized isopropanol and ignited the mistto produce a sustained butane-torch like flame. This device could beused as a fuel injector in a small aircraft combustion engine. Arrays
of these devices could be used to produce higher feed rates and fault-tolerant systems. The same device has been used to pump flu
ids via acoustic streaming. Zero-flow pump pressure of 0.75 psi was
measured. Flow of lOml/min was obtained at a pressure differential
of 5 inches of water.

In the future, we will integrate stress, displacement, temperature
and flow sensors to actively control the rate of pumping and atomi
zation. Better electrical-to-mechanical energy transduction is
expected from better bonding of PZT to silicon horns, and PZTbonded on both top and bottom of device. Our goal is to develop atechnology to remove, deliver and atomize fluids from micro-fluidicsystems. 
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ABSTRACT 

This paper describes a micromachined Acoustic-Wave Liq
uid Ejector (AWLE) array on silicon wafer for inkjet printing and 
microfluidic systems. The A WLE focuses acoustic waves (gener
ated by piezoelectric ZnO thin film) through a constructive interfer
ence without any lens. Initial results show that the A WLE ejects ink 
liquid of 20 µm diameter size when driven by a 260 MHz sinusoi
dal wave for 100 µsec. 

INTRODUCTION 

Affordable, high quality and reliable printers are in great 
demand with the booming of personal computer industry. Cur
rently, two most dominant printing methods are laser printing and 
ink jet printing. Laser printing produces high quality images. How
ever, the technological complexity in laser printing has resulted in 
an expensive machine. In contrast, printers using ink ejection are 
relatively inexpensive due to their simple printing process. 

Various methods have been employed to eject ink droplets 
for ink-jet printers. Among them are techniques using physical 
vibration through piezoelectric actuation [1,2] and thermal induced 
actuation [3]. Non-vibration based printers use electrostatics [4], 
vapor bubbles [5] and focused acoustic waves [6]. Most of these 
printers eject ink droplets through small nozzles onto a paper to 
form an image. The small nozzles are difficult to construct with 
good uniformity, and also tend to be clogged. Ink ejection without 
the use of small nozzles is thus desired. 

Liquid 

Acoustic 
lens 

½
..--

-------,-_,, Piezoelectric 

I �Is-·�_._,_.,._, $•:-·' 
__ ,.....,k-- transducer 

Figure 1. Liquid ejector using acoustic lens to focus acoustic 
waves. 

Nozzleless liquid ejection has been shown with a high inten-

sity focused acoustic beam [7]. A high intensity burst of acoustic 
energy focused to a diffraction-limited spot at a free-liquid surface 
(Fig. 1) can result in droplet ejection from the surface. Liquid ejec
tion using a focused acoustic beam is capable of ejecting liquid 
droplets as small as a few µm in diameter which are stable in size 
and directionality. This technique, when applied to inkjet printing, 
can provide excellent quality printing with good reliability. 

The liquid ejector shown in Fig. 1 requires an acoustic lens 
to focus the acoustic waves. Additional processing steps required to 
construct any physical lens in an IC process are not desirable. 
Spherical acoustic lens would be especially difficult to implement 
using planar IC processing. Thus, we came up with a self-focusing 
planar transducer. 

THEORY 

Based on the concept of constructive interference of acous
tic waves, we have developed a self-focusing liquid ejector shown 
in Fig. 2. When the transducer is excited with a burst of RF signal, 

0 
Si:,N4 

" 

� Liquid 

� 

� 

lOµmZnO 

Figure 2. Lensless liquid ejector using a constructive 
interference of aocustic waves. 

it generates acoustic waves that propagate in the liquid toward the 
liquid/air interface. If the electrodes of the transducer are properly 
designed, the acoustic waves will add in-phase at the focal point. 

Our lensless design borrows its concept from optical Fresnel 
lens which blocks certain area of light to get intensity enhancement. 
We make only certain areas of the piezoelectric film generate 
acoustic waves, which arrive at a focal point in phase. The other 
areas (that would have generated waves with a phase difference of 
7t at the focal point) are designed not to generate any acoustic wave. 
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This is what we call Half-Wave-Band sources. Figure 3 shows the 
acoustic wave transducer with several annular sources. The acous
tic waves generated by the successive annular sources are designed 
to arrive at the focal point (j) with finite delays (equal to multiples 
of the wavelength) by ensuring that the radii r n satisfy the follow
ing relation [ 7 ] : 

-

z=O 

Figure 3. Focusing acoustic waves by 
half-wave-band sources. 

(1) 

nA.w( . nA.w) Solving Eq. 1 for r n_ results in r n = TV:+ 8 _, ':"h�re
n=l,3,5, .... 2n+ 1..; Aw 1s the wave length o acoustic wave m hqu1d. 

Ifwe use an isotropic medium, such as water, where the par
ticle displacement u associated with the longitudinal waves can be 
defined as the gradient of a potential u = v, , the potential , at 
any point in the water for a half-wave-band source shown in Fig. 3 
is obtained as 

1 J e-jkR
, (x,y, z) = -27t uz (x',y', 0) J[""ds' (2) 

s 

where k = 2
: ; R is the distance between a half-wave-band-source 

and the focar point; s' is the surface area of the transducer at 
z = 0 ; and s is the active surface area at z > 0 . The potential along 
the z-axis due to n numbers of half-wave-band sources can be 
expressed as 

U ·k r,--:-i ·k r,--:-i .k TT"70 -J .J'3 + z -J .J'1 + z -J .J'1 + z 
= jk(e -e +e 

where uz (r, 0) = u0 is assumed to be uniform over the transducer
and zero outside it. 

In water, the pressure p is isotropic, and is equal to
p = co 2 p' where p is the liquid density. The average intensity of
an acoustic beam is 

(4) 

where V
0 

is the acoustic wave velocity in liquid. Thus the intensity 
along the z-axis is 

.k fT":"2 "k TT"7 ·k ,.-;:-:---i -J ;Jr3 +z -J .J'i +z -J ;Jr, + z 
I(z) = I

0 
l(e -e +e 

.k /'T":"2 
-J .J's +z -e + ... )I (5) 

where I0, the intensity at the transduce (i.e., at z = 0 ), is equal to

(6) 

Athfial . /27 /'),. /27 1 n t e oc pomt, ,.,VI + z = + 
4 

; ,Jr 3 + z = + -:f ; .... , m
which case Eq. 5 simplifies to 

I -j2kf . 2 I 2 
f = I0 [e (2n1) ] = 4n I0. (7) 

Therefore, the half-wave-band sources effectively increase the 
intensity at the focal point by a factor of 4n2 . 

DEVICE STRUCTURE AND FABRICATION 

We use silicon bulk micromachining to produce a 1 x 1 
mm2 membrane and a liquid cavity in the A WLE (Fig. 2). Low
stress LPCVD silicon nitride (0.5 µm thick) is used to support 10 
µm thick piezoelectric ZnO film and 0.5 µm thick Al electrodes. 
The segmented bottom electrode and the ZnO film act as half-wave 
band sources as shown in the photograph of the fabricated trans
ducer (Fig.4 ). 

lOOµm 

� 

Fig. 4 Top View photograph oflensless acoustic-wave liquid 
ejector. Bottom Al electrode and ZnO are patterned with 
annular ringsand a tailed circle, respectively. Lightly 
shaded square area represents the lxl mm2 thin membrane. 

An array of transducers is fabricated on a silicon wafer 
with the following 4-mask process. After depositing and patterning 
0.5 µm thick LPCVD low-stress silicon nitride, we remove silicon 
with KOH to form 1 x I mm2 membranes, on which 0.3 µm thick 
Al is evaporated and patterned for an annular bottom electrode. 
Then a 10 µm thick ZnO is sputter-deposited in Ar/O2 environment 
from a ZnO target, followed by 0.5 µm thick Al evaporation and 

281



delineation for a top electrode. 

RESULTS AND DISCUSSION 

The fabricated devices are tested with the set-up shown in 
Figure 5. A continuous sinusoidal wave (in the range 100 - 400 

Pulse 
generato 

Figure 5. Schematic representation of the test 
apparatus for liquid ejection. 

MHz) from a signal generator is fed into a high speed switch which 
is turned on/off with a modulating pulse duration set at, in this case, 
l 00 µsec. The RF power amplifier then amplifies the RF burst to l 0
Watts level before feeding it to the transducer.
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Figure 6. Experimental data on spot size of 

ejected ink versus driving RF frequency. 

' 

350 

We use color methanol mixed with tin solution as the liq
uid for ( l) low surface tension for an ejection with a relatively small 
power and (2) low boiling point for a relatively fast change in the 
liquid level so that the exact focal plane can gradually be reached 
without any elaborate apparatus. The ejected droplets are detected 
by a piece of a paper placed over the chamber area The droplet for
mation is made possible by a series of high power RF pulse (with 
single-frequency sinusoidal waves) fed to the piezoelectric trans
ducer which in term generates focused acoustic waves at the focal 
plane. Initial results show that ink spots roughly around 20 - l 00 
µm in diameter have been ejected around the thickness-mode reso
nant frequency (260 MHz) of the piezoelectric transducer (Figure 
6). The largest ink spot of l 00 µm is observed at the resonant fre
quency (260 MHz) where the output acoustic wave is at ts maxi
mum. The smallest pulse duration for any visible liquid ejection is 
100 µsec during which a sinusoidal wave ranging from 100 - 400 
MHz is applied to the transducer. The power out of the power 
amplifier is kept constant at 10 Watts. 

When the pulse duration is much longer ( e.g., > 100 
msec), sporadic ink ejection is observed due to thermal evaporation 

and also large thermal-induced deflection of the membrane. The 
flexural deflection of the membrane occurs due to thermal expan
sion differences in the films employed for the transducer as the 
membrane temperature gets high. The temperature on the trans
ducer is measured to be a function of the sinusoidal frequency and 
the pulse duration. When the transducer is driven continuously by a 
sinusoidal wave in a frequency range 100-400 MHz, the tempera
ture measured above the liquid chamber over the transducer 
appears to peak as the frequency approaches the thickness-mode 
resonant frequency. 

CONCLUSION 

An array of self-focusing acoustic beam transducers 
using a 0.5 µm thick low-stress silicon-nitride membrane and a l 0 
µm thick piezoelectric ZnO film has been fabricated on a silicon 
wafer, and shown to eject liquid of 20 µm diameter size with 100 
µsec application of a 260 MHz sinusoidal wave. This technique of 
nozzleless liquid ejection may advantageously be applied to ink jet 
printing and microfluidic systems. 

ACKNOWLEDGEMENT 

The authors wish to thank Yongli Huang of UH and Dr. 
Babur Hadimioglu of Zerox PARC for helpful discussion. This 
work was initiated by a grant from Tektronix, Inc. Partial supports 
were provided by Advanced Research Projects Agency under con
tract DABT63-95-C-0039 and NSF CAREER Award #ECS-
9501698 

REFERENCE 

I. D.B. Bogy and F.E. Talke, "Experimental and Theoretical Study
of Wave Propagation Phenomena in Drop-on-Demand Ink Jet
Devices," IBM Journal of Research and Development, Vol. 28, No .
3, May 1984, pp. 314-321.
2. F. C.Lee, "PZT Printing Applications, Technologies, New
Devices," Ultrasonic Symposium, 1988, pp. 693-697.
3. S. Hirata, Y. Ishii, H. Matoba and T. Inui, "An Ink-Jet Head
Using Diaphragm Microactuator," MEMS Workshop conference,
San Diego, CA. ,1996, pp. 418-423.
4. T. Yamada, Y. Matsuda, E. Yoshino, S. Sagae, Y.A. Ono and T.
Doli, "high-Resolution Full-Color Printer by Microdot Ink-Jet
Printing Method," Proceeding of the SID, Vol. 25/1, 1984, pp. 53-
58
5. J. Chen and K.D. Wise, "A High-Resolution Silicon Monolithic
Nozzle Array for Inkjet Printing," Transducers '95, Eurosensors
IX, Stockholm, Sweden, June, 1995, pp. 321-324
6. S.A. Elrod, B. Hadimooglu, B. T. Khuri-Yakub, E.G. Rawson,
E. Richley, C.F Quate, N.N. Mansour, and T.S. Lundgren, "Noz
zleless Droplet Formation with FOcused Acoustic Beams," Journal
Applied Physics, 65 (9), 1989, pp. 3441-34447.
7. K. Yamada and H. Shimizu, "Planar-Structure Focusing Lens
for Acoustic Microscope," Journal of Acoustic Society Japan. (e)
12, 1991, pp.123-129.

282



Surface Micromachined Z-Axis Vibratory Rate Gyroscope 

William A. Clark and Roger T. Howe 
Berkeley Sensor & Actuator Center 

Department of Electrical Engineering and Computer Sciences 
University of California at Berkeley 

Berkeley, CA 94720-1770 

Roberto Horowitz 

Department of Mechanical Engineering 

University of California at Berkeley 

Berkeley, CA 94720-1740 

ABSTRACT 

We have designed and tested the first polysilicon surface 
micromachined vibratory rate gyroscope that is sensitive to angular 
rotation about an axis normal to the plane of the silicon chip, the 
Z-axis. The Analog Devices, Inc. BiMEMS technology was used to
fabricate the gyroscope, which has as a demonstrated minimum

detectable signal of 1 deg/sec/Hz112 with performance projected to 

improve to 0.1 deg/sec/Hz112 in a second-generation BiMEMS 
design. 

Our design makes use of electrostatics to improve perfor
mance considerably. Electrostatic frequency tuning of the sense 
mode is used to enhance sensitivity. Quadrature error due to asym
metries in the vibrating structure is nulled by detecting the resulting 
motion and applying electrostatic forces by modifying voltages on 
the interdigitated sense comb fingers to cancel error precisely. 

INTRODUCTION 

Multi-axis sensors are highly desirable for inertial sensing of 
motion in three dimensions. Integration of three axis rotation rate 
sensors coupled with three axis accelerometers on a single chip 
would result in a monolithic, six degree-of-freedom inertial mea
surement system capable of measuring all possible translations and 
orientations. The gyroscope described here is sensitive to Z-axis 
angular rate and complements another polysilicon surface micro-

machined rate gyroscope that is sensitive to rotations about the X 
and Y axes [1), thereby enabling single chip, three axis rate sensing. 

The Z-axis gyroscope superficially resembles recently 
reported electrostatic comb-drive, lateral vibratory gyroscopes that 
sense rotations about an axis in the plane of the silicon 
chip[2][3)[4][5]. In contrast to these other rate gyroscopes that 
exhibit out-of-plane deflections in response to an input Coriolis sig
nal, the sense mode in the Z-axis gyroscope is an in-plane deflec
tion that is orthogonal to the driven mode. Among the several 
benefits from this design approach are the use of differential inter
digitated capacitors for both sense and force balance. As a result, a 
closed-loop Z-axis gyroscope can be realized in a single level of 
structural polysilicon. 

GYROSCOPE DESIGN 

Generati,ng and Sensing Coriolis Accelerati.on 

The operation of the Z-axis vibratory rate gyroscope is best 
illustrated by the spring-mass system shown in Fig. 1. As in all 
vibratory rate gyroscopes, a Coriolis acceleration is generated by a 
oscillating proof mass in a rotating reference frame. The proof mass 
is oscillated along the X-axis (the driven mode), the reference 
frame rotates about the Z-axis, and the Coriolis acceleration is 
detected as deflections along the Y-axis (the sense mode). 

The microelectromechanical sense element of the surface 
micromachined Z-axis vibratory rate gyro is also shown in Fig. 1. 
The structure comprises three major elements: the suspension sys-

Comb drive to 
sustain oscillation 

lnterdigitated comb finger 
deflection sense capacitors 

Figure 1. The spring-mass system at left, illustrates the basic operation of the Z-a.xis vibratory rate gyroscope. Coriolis acceleration results 
from the velocity of the oscillating proof mass and the rotation rate of the reference frame. The figure on the right represents the surface 
micromachined Z-axis vibratory rate gyro. The proof mass is made to vibrate along the X-axis using comb drives. Any deflections that result 
from Coriolis acceleration are detected in the sense mode using interdigitated comb fingers 
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tem, the comb drive used to sustain oscillation(9], and the interdigi
tated comb fingers used both to detect deflections along the Y-axis 
and to apply electrostatic force balance. 

The oscillation of the gyroscope and the magnitude of the 
acceleration are given by Eq. 1. As a point of reference, for a gyro
scope with an oscillation amplitude, Xo = 1 µm, oscillation fre
quency, cox = 20 kHz, and an input rotation rate, Oz = 1 deg/sec, the 
Coriolis acceleration has a magnitude of0.45 milliG's. 

x(t) = X0 sincoxt

Y Coriolis = 2 · Oz(t) X i(t) (1) 

= 2 ·Oz<!)· XO ·cox · COSCOx' 

Notice that the Coriolis acceleration is an amplitude-modu
lated signal where the carrier frequency is the oscillation frequency 
and the rotation rate modulates the amplitude. The resulting Corio
lis acceleration is a dual sideband signal centered on the oscillation 
frequency. Since the Y-axis accelerations are proportional to veloc
ity, the motion of the proof mass is elliptical as shown in Fig. 2. 

Mechanical Design Considerations 

The suspension is designed to be compliant along the X- and 
Y -axes and as rigid as possible to other modes. In particular, the 
suspension must be rigid in rotation about the Z-axis since small 
rotations will degrade the performance of the gyroscope and large 
deflections result in comb fingers crashing. The H-suspension 
shown in provides the necessary translational compliance while 
rotational rigidity is provided by thickening two trusses as shown in 
Fig. 1. 

Quadrature Error 

Now consider one effect of manufacturing flaws. Suppose that 
the proof oscillates along an axis that is not exactly parallel to the 
X-axis as shown in Fig. 2. This implies that there is some small
fraction, t, of the oscillation lies along the Y-axis. If we differenti
ate this displacement twice, we arrive at the acceleration due to off
axis oscillation as shown in Eq. 2. This acceleration term is referred 
to as quadrature error. 

YQuadrature = -t · x(t) 

·· X 2 · cotY Quadrature = t · 0 · cox · Sm x 
(2) 

Note the similarity between the quadrature error and the Cori
olis acceleration: both are sinusoidal signals centered at the fre
quency of oscillation. However, they can be distinguished by their 
phase relative to the driven oscillation. 

Quadrature errors can be quite large. The ratio of quadrature 
error and Coriolis acceleration is in Eq. 3. Using the previous exam
ple of an input rotation rate of 1 deg/sec and an oscillation fre
quency of 20 kHz, we find for the quadrature error to be as small as 
the Coriolis acceleration, the oscillation direction must be true to a 
factor of 1 part in 3.6 million. Due to manufacturing flaws and other 
imbalances[S], the quadrature error will be considerably larger than 
this and must be dealt with accordingly. 

Ycoriolis 
----= 

Y Quadrature 
(3) 

Electrostatic Quadrature Error Nulling 

Recall that quadrature error is a signal that is directly propor
tional to position of the proof mass. To cancel this error signal with
out effecting the Coriolis signal, we must apply a balancing force 
that is exactly proportional to position. This is achieved using the 
interdigitated position sense fingers. As the proof mass oscillates, 
the position sense capacitors change proportionately. A slight mod
ification, ll. V, of the DC bias voltage, V DC , applied to the comb fin
gers as shown in Fig. 2 results in a net force directly proportional to 
position of the proof mass as given by Eq. 4. 

Motion due 
to Coriolis 

acceleration 

I I 
Proof Mass 

Resulting 
Deflections 

lnterdigitated 

I Comb Fingers 

Motion due 
to Quadrature 

Error 

DC Biases 
Applied to Null 

Quadrature Error 

Vrx;-IN I I Vrx;+l:N 

(4) 

Figure 2. The motions caused by Coriolis acceleration and
quadrature error are presented above. The right most figure shows 
our method used to null quadrature error. We use slight changes in 
the DC bias on the comb fingers to generate a force that is exactly 
proportional to position. 

Matching Modes for Improved Sensitivity 

Because the spring-mass system illustrated in Fig. 1 is a high 
Q second order system, the response of the proof mass to Coriolis 
acceleration can be enhanced. From Eq. 1, we know that Coriolis 
acceleration is a signal centered around the oscillation frequency. 
Therefore the relative values of the oscillation frequency and the 
Y-axis resonant frequency, my, have a dramatic effect on the
response of the sense mode and hence the sensor sensitivity. If we
match the Y-axis resonant frequency to the oscillation frequency,
we can get a gain of Q in the system responsef6]. However, the
bandwidth of the sensor is then limited to cojQ. Given that system
is run in a vacuum and Q is typically greater than 10,000, the sys
tem bandwidth for cox = COy will be only a few Hertz.

For larger bandwidth and increased sensitivity, the Z-axis gyro 
is operated with a slight mismatch in resonant frequency[S]. The 
system response from Coriolis acceleration to Y-axis displacement 
is given by Eq. 5.

(5) 
2X0coxsincoxt X0 cox . 

.1.. = ------=--smco t
Oz 2 jcoxcoy 2 coxll.co x 

coy +

--a--
-cox

Provided that there is a means to tune the Y-axis resonant fre
quency, it is desirable to operate the gyroscope with a 5-10% fre
quency mismatch,ll.co/cox , yielding a gain of 5-10 in sensitivity. 
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Reducing the mismatch would increase the sensitivity but is proba
bly difficult to maintain for any length of time. 

Tuning of the Y-axis resonant frequency to improve sensitivity 
is accomplished using electrostatic "negative" springs[6]. When a 
DC voltage is established between the moving structure and the 
comb fingers, an attractive force is applied to the structure. Using a 
first-order model for the parallel-plate capacitors, the resulting lin
earized spring force is given by Eq. 6. 

(6) 

Capacitive Deflection Sensing 

Interdigitated comb fingers, as shown in Fig. 1, are used to 
sense deflection. The comb fingers are arranged in a capacitor 
bridge, any deflection of the proof mass results in measurable 
changes the relative size of the capacitors. 

There are two common amplifier configurations used for 
capacitive position sensing as shown in Fig. 3. The obvious differ
ence between these two circuits is that the integrator offers the flex
ibility of trading bandwidth for sensitivity by varying the 
integrating capacitor size. The equivalent input referred noise (mea
sured as a deflection of a sense capacitor plate) is the same for both 
configurations. However, the integrator offers the advantage of 
lower distortion. Some of the parasitic capacitors involved in 
MEMS are nonlinear which will vary the gain of a buffer and 
thereby result in distortion. Furthermore, the practice of bootstrap
ping parasitic capacitance is a form of positive feedback which 
exacerbates amplifier distortion. Because the integrator uses a fixed, 
linear capacitor, distortion is kept to a minimum. 

C, 

Vs Cs CParas�ic 

Figure 3. Capacitive position sensing using a voltage buffer and an 
integrator. 

The integrator presents a difficult biasing problem. Ideally, 
biasing can be done by placing a very large resistor in parallel with 
the integrating capacitor as in Fig. 4. Any practical implementation 
of a large resistor results in considerable parasitic capacitance. A 
diode can also be used in parallel with the integrating capacitance, 
however, that adds a nonlinear capacitance to the integrating capac
itance resulting in distortion. We have solved the biasing problem 
using subthreshold MOS devices. In subthreshold, the MOS 
devices exhibit extremely low transconductances and no source-to
drain capacitance. The use of subthreshold MOS has resulted in a 
well behaved integrator operable down to 1 kHz with a 50 F inte-

grating capacitor without additional noise or distortion attributable 
to the bias circuitry. 

!LEAK CParas�ic
Figure 4. Integrator biasing using subthreshold MOS. 

Signal Processing 

At the core of the gyroscope signal conditioning is a phase
locked-loop (PLL) and several synchronous demodulators.The PLL 
is used to get robust, digital, signals that are in phase with the proof 
mass position and velocity. The phase accuracy of the PLL is criti
cal to the operation of the gyroscope. Phase error will result in cross 
talk between Coriolis and quadrature signals. For the development 
in Eq. 7, we assume a phase error of0n

(t). 
Synchronous demodulators are used to extract the rotation rate 

information from the amplitude modulated Coriolis acceleration 
signal while rejecting the quadrature error. Signals from the PLL 
are mixed with measurements of the proof mass displacement as 
shown in Fig. 5 and Eq. 7. 

[
Xo rox . 

] 
y(t) = O>xAO>Qcos(rot) + y Quadrature

sm(rot)

roxAO> nest = 2x--y(t)cos( O>
xt + en(t))

oO>
x 

roxAO> 
= Q + X--Y Quadrature

0n(t) + High freq. terms
oO>

x 

position & quadrature 
feedback implemented + 

using DC biases 

The integrator make 
the moving structure 
a virtual ground 

Figure 5. A block diagram of our Z-axis gyroscope and the 
associated signal processing elements. Shown above are the 
position sensing elements, the oscillation amp, and the 
demodulation required to operate the gyroscope. 

Noise Sources 

(7) 

There are a number of possible noise sources. Principle among 
these are: Brownian noise, op-amp noise in the integrator, and PLL 
phase noise. Brownian noise represents the fundamental limit[lO] 
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and is given by Eq. 8. As an example, consider a gyroscope with 
mass, M = 0.2µg, oscillation amplitude, X0 = 1 µm, a quality factor, 

Q = 10,000, a bandwidth, BW = 100 Hz, and resonant frequencies 
of 20 kHz. For this example, we find a Brownian noise floor, 
QnB = 0.06 deg/sec. Because the gyroscope is run in vacuum and 

has a high Q, Brownian noise is not the dominant noise source. 

kTroy BW
MQro; x� (8) 

As seen in Eq. 7, phase noise in the PLL, represented by 00(t), 

can cause variable cross talk between quadrature and Coriolis sig
nals. In our design, this effect is kept to a minimum due to the low 
phase noise in the PLL and nulled quadrature error. 

The integrator op-amp noise is the dominant noise source. The 
input-referred noise of the op-amp noise is a function of the total 
capacitance attached to the summing node of the integrator, CT. 

and 

is given by Eq. 9. The electronic noise is at best QnE = 0.08 deg/sec 

for a modest CMOS process with fr= 250 MHz, a frequency mis

match, llro = 1 kHz, a sense voltage, Vs= 1 volt, a sense capaci

tance, Cs= 100 fF, and the oscillation amplitude and finger 

spacing, X0 = Yo = 1 µm. 

Optimal for C Parasitic = 
0

EXPERIMENTAL RESULTS 

(9) 

Fig. 6 is a micrograph of the gyroscope sense element as 
implemented in the Analog Devices, Inc. BiMEMS process. 
Included on this die are the trans-resistance amplifier and the inte
grator. The remaining electronics was implemented off chip. The 
mechanical sensing element is about 1 mm across. A second, much 
improved, gyroscope has been implemented in the BiMEMS pro
cess.I 

Figure 6. Die photo of Z-axis vibratory rate gyro. This structure 
makes extensive use of interdigitated comb fingers for both 
detection, excitation, and control. 

Resonant Frequency Tuning 

Fig. 7 plots the measured mechanical resonant frequencies as a 
function of the DC bias voltage applied to the position sense fin
gers. As expected, the Y-axis resonant frequency drops with 
increase bias voltage and the oscillation frequency of the proof 
mass remains constant at 12 kHz. Also shown are the resonant fre
quencies of the vertical and tipping modes that increase with DC 
bias. This increase is due to electrostatic levitation effects[ll]. 

N 

:c 
.:,,: 

Frequency Tuning 
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Figure 7. Frequency tuning as measured in the gyroscope. A DC 
bias combined with the modulation voltage establishes an RMS 
voltage between the comb fingers and the proof mass. The resulting 
electrostatic springs reduce the resonant frequency of the sense 
modes, raise the resonant frequencies of the out-of-plane modes, 
and leaves the driven mode unaffected. 

Quadrature Nulling 

This gyro has a means to null quadrature error. Measurements 
of the quadrature error and rotation rate signal in Fig. 8 demonstrate 
that the quadrature error signal can be controlled independently of 
the Coriolis signal. 

Quadrature Nulling 

4 

3 

!!.V 

-+-- Qua dr at ur e 

----•·- Co rio lis 

Figure 8. This figure demonstrates the effect of the quadrature 
control scheme shown in Fig. 2 on measured rotation rate. Both the 
quadrature and rotation rate signals are plotted for a zero input 
rotation rate as the quadrature error control level is adjusted. 
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Rotation Rate Sensing 

An initial characterization of the gyroscope response is shown 
in Fig. 9, which is the measured output in response to a 1 Hz, 
5 deg/sec sine wave. The gyroscope is being operated with an oscil

lation frequency of 12 kHz and a sense resonant frequency of about 
12.5 kHz. The noise floor for this version of the Z-axis vibratory 

rate gyro is 1 deg/sec/Hz112•

0-Hz BW: 95.485mHz 10-Hz 

x: 1-Hz y: 1.093-mV,.... 

Figure 9. Response of gyro to a 1 Hz 5 deg/sec sine wave. Notice 
the low distortion and the noise floor that corresponds to 
1 deg/sec/Hz1i2. 

CONCLUSIONS 

We have designed, fabricated, and tested a polysilicon surface

micromachined Z-axis vibratory rate gyroscope that can be used in 
combination with other polysilicon surface tnicromachined X/Y 

gyroscopes to yield a 3 axis gyroscope on a single chip. An alterna
tive approach to sensing Z-axis angular rate is the resonant ring 
gyroscope[6]. Our design takes full advantage of an existing single 

structural layer MEMS process and the available electrostatic 

forces to yield a gyroscope with performance suitable for many real 
world applications. 

Future research includes working toward more integrated ver

sions of this gyroscope and working with others[!) to create a three 
axis gyroscope and a full six degree-of-freedom inertial navigation 

system. 
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ABSTRACT 

This paper reports on design, modeling, fabrication, and 
characterization of a novel silicon bulk micromachined 
vibratory rate gyroscope designed for microspacecraft 
applications. This new microgyroscope consists of a silicon 
four leaf clover structure with a post attached to the center. The 
whole structure is suspended by four thin silicon cantilevers. 
This device is electrostatically actuated and detects Coriolis 
induced motions of the leaves capacitively. A prototype of this 
microgyroscope has a rotation responstivity (scale factor) of 
10.4mV/deg/sec with scale factor nonlinearity of <1%, and a 
minimum detectable noise equivalent rotation rate of 90 deg/hr. 
at an integration time of I second. The bias stability of this 
microgyroscope is better than 29 deg/hr. The performance of 
this microgyroscope is limited by the electronic circuit noise 
and drift. Planned improvements in the fabrication and 
assembly of the microgyroscope will allow the use of Q-factor 
amplification to increase the sensitivity of the device by at 
least two to three orders of magnitude. This new vibratory 
microgyroscope may have applications in inertial navigation 
and attitude control. It offers potential advantages of almost 
unlimited operational life, high performance, extremely 
compact size, low power operation, and low cost. 

INTRODUCTION 

Future spacecraft and rovers will require high performance 
microgyroscopes that are compact and cost effective with low 
power consumption for attitude and maneuver control, tumble 
recovery of spacecraft, and stabilization and pointing of 
instruments such as cameras, antenna, detectors, and solar 
panels. Microgyroscopes with 0.1 to 10 deg/hr bias stability 
performance can also be used to supplement other external 
inertial reference systems for spacecraft such as the Global 
Positioning System (GPS), sun sensor, or star tracker by 
"filling in the gaps" during times the direct use of  these systems 
is not possible [l]. For example, a sun sensor cannot be used 
during an eclipse, or during periods of several minutes between 
star sightings by a narrow field-of-view star tracker, or when a 
GPS navigation signal suffers short term dropouts due to 
inadequate antenna coverage or physical or electromagnetic 
interferences. These new microgyroscopes not only will be 
relevant for various extraterrestrial missions, such as planetary 
and interplanetary astrophysics research but will also have 
terrestrial applications in automotive navigation systems, 
autonomous control of underwater and land vehicles, platform 
stabilization, and smart guidance for munitions, missiles, and 
robotics. 

This paper reports on the development of a novel silicon 
bulk micromachined vibratory gyroscope that is under 
development for microspacecraft attitude and navigation control 

applications. This new microgyroscope offers several features, 
including: 1) the use of simple bulk silicon technology which 
provides precise structures, increases yield, and reduces cost; 2) 
high rotation rate sensitivity due to the low frequency resonator 
design, differential mode of operation, and lock-in 
amplification detection; 3) low loss resonator to provide high 
quality (Q) factor for mechanical amplification. and 4) 
symmetric resonator design with degenerate modes. The design, 
fabrication, modeling, experimental characterization, and 
packaging of the microgyroscope for spaceflight experiment 
will be described in the next sections, followed by a conclusion. 

DESIGN 

In a vibratory gyroscope, the rotation sensing mechanical 
element is initially driven to oscillate in one mode (called input 
or drive mode [2,3,4 ]. Under rotation, Coriolis acceleration 
induces energy transfer from the input mode to another 
oscillatory mode (output or sense mode) causing the sensing 
element to precess. The best performance for the vibratory 
gyroscope is obtained when the two oscillatory modes (drive 
and sense) have the same resonant frequency with high quality 
(Q) factor. The response to the Coriolis acceleration is then
amplified by the Q factor of the resonance resulting in improved
sensor performance.

X 

Fig. 1 Schematic of the clover-leaf microgyroscope. 

y 
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The JPUUCLA microgyroscope resembles a four leaf 
clover suspended by four thin wires from the gyroscope 
housing. The rim, the clover structure and the suspensions are 
made from single crystal silicon (Fig. I). A metal post is rigidly 
attached through the center of the structure in the direction 
perpendicular to the plane of the clover leaves. The four 
suspensions provide mechanical support and restoring force for 
the harmonic motion of the whole structure. The clover leaf 
structure and th.e metal post have a combined mass of about I o·5

kg. The mechanical resonant frequencies of the microgyroscope 
vary according to design in the 300 to 500 Hz range. The low 
resonant frequency is due to the large mass of the post and soft 
suspensions. Since the response to the gyroscope is inversely 
proportional to the resonant frequency, low resonant frequency 
increases the device responsitivity. 

The silicon clover-leaf structure with the post is bonded to 
a quartz base plate patterned with gold electrodes. The clover 
leaves provide large areas for electrostatic driving and 
capacitive sensing. The resonator is excited by applying an AC 
voltage to the capacitors associated with leaves 2 and 3, and 
this excites the rotation 0x about the x axis. Since the resonator 

is symmetrical, 0x and 0
y 

are degenerate with rocking-like 
displacement for the clover leaves. The degeneracy of the drive 
and sense modes allows Q-factor amplification of modal 
displacements. Q-factor amplification of the drive and sense 
motion reduces drive voltage and increases the sensitivity of the 
device respectively. The Q-factor of this symmetric resonant 
structure can be very high since it can be perfectly balanced with 
a fixed center of gravity, and the sum of forces and moments 
resulting from the vibration modes can be zero. 

Silicon Clover-leaf 
Resonator 

Metal 
Electrode 

Quartz Base 
Plate 

Fig. 2 Exploded view of the clover-leaf microgyroscope. 

Since the post is rigidly attached to the clover-leaf 
structure, the movements of the clover leaves translate to 
movements of  the post. When the leaves oscillate in the drive 
mode, the displacement of the post is near parallel to the clover 
leaf surface in the y-direction. When a rotation rate is applied 
about the z-axis. Coriolis force acts on the oscillating post 
causing it to displace in the orthogonal direction (i.e. x-

direction). This post displacement is translated back into the 
rocking motion 0

y 
of the clover leaves. The post provides a 

large Coriolis coupling which transfers energy between the two 
orthogonal rocking modes. 

FABRICATION 

The structure of the silicon microgyroscope is shown in  
Fig.2. The microgyroscope consists of a quartz base plate 
patterned with metal electrodes, and the silicon clover-leaf 
resonator suspended from the thick silicon rim. The quartz base 
plate and the silicon rim are bonded together by using low 
shrinkage lN curable epoxy. The dimension of the silicon 
clover-leaf resonator is 7 mm x 7 mm, the dimension of each 
clover leaf is I. I mm x 1.1 mm, and the post is 500 microns in 
diameter and 5 mm in length. The quartz base plate is a square I 
cm x I cm and approximately 400 microns thick. The sensing 
capacitors of the microgyroscope are formed between Cr/Au 
electrodes on the quartz base plate and the silicon clover leaves. 
The gap between the base electrodes and the clover leaves is  
about IO to 20 microns. 

The fabrication of the silicon clover-leaf resonator 
requires only two masking and etching steps using bulk 
micromachining technology. The fabrication process sequence 
for the microgyroscope is shown in Fig.3a. Fabrication begins 
with the standard n-type <l00> double side polished silicon 
wafer that has two silicon epilayers grown on top. The bottom 

layer is a 4 micron p+ ( I 020 boron doped) etch stop layer. The 
top layer is a 26 micron n-type silicon epilayer. A !OOOA layer 
of thermal silicon dioxide is grown on the wafer and patterned 
with the clover leaf pattern. This patterned oxide layer is used as 
a mask for EDP etching of the 26 micron silicon epilayer to the 
p+ etch-stop layer. All features of the clover-leaf pattern run 
along the crystal planes, resulting in very smooth shapes. This 
is due to the selectivity of the anisotropic EDP etch which 
automatically provides very precise dimensions and shape for 
the suspensions. This is very important for the microgyroscope 
performance since the mode shape and resonant frequencies are 
affected by any device asymmetries. 

An SEM picture of the etched profiles of the clover leaf 
structure is shown in Fig. 4. After the wet etch the thermal oxide 
mask is stripped away in buffered HF. This is followed by a 
3000A thick thermal silicon dioxide. The silicon dioxide on 
back of the microgyroscope is then patterned and the device is 
again etched in EDP. This etch removes almost all the silicon 
substrate and stops at the p+ etch-stop layer. Next, the wafer is 
cleaved into individual devices and separated. The cleaved 
devices are then etched in 1 :3:8 HNA (H2O2: HNO3: CH3COOH) 
until the p+ stop-etch layer is removed. Finally, the oxide layer 
is striped away in buffered HF. The removal of both the p+ layer 
and the silicon dioxide layers removes stress gradient which can 
cause warpage of the clover leaf structure. 

The fabrication process of the quartz base plate consists of 
two lithography and etching steps as shown in Fig.3b. A hole 
is first drilled into the quartz base plates for the post. This is  
followed by the patterning and etching of  the quartz base to the 
depth of 10 to 20 microns using HF. This provides the gap 
spacing that separates the silicon clover leaves and the 
electrodes on the quartz plate. Next, a Cr/Au metallization is 
evaporated onto the whole quartz plate, and is etched to give the 
electrodes patterns. Then, the quartz plate is diced into 
individual devices. The silicon resonator and the quartz base 
plate are then bonded together using lN curable epoxy. All 
devices are first tested for resonant frequencies and mode shapes. 

289



After these initial tests, a metal post is epoxied into the hole on 
the silicon resonator (Fig. 5). 

E
a:;:o 

I) I st thermal oxide growth and patterning,
topside silicon epilayer EDP etch.

mssm 

2) Striped off 1st thermal oxide,
2nd oxide growth and patterning.

u 
mssm 

3) Backside EDP etch.

u 
fZZj,_ � 

4) Backside HNA etch and oxide etch.

IS;:1 p+ silicon epilayer 

E'.J n silicon epilayer 

D Si 

Fig. 3a Fabrication process of the silicon clover-leaf structure . 

._____II..________. 
I) HF etching of the quartz base plate .

.____.rzzrnl [._______. 
2) Metallization of the quartz base plate.

Cr/Au metallization 

Quartz 

Fig. 3b Fabrication process of the quartz base plate. 

CONTROL AND READOUT ELECTRONICS 

In order to design the electronics for actuating and sensing 
the microgyroscope, an electrical model of the microgyroscope 
is derived and analyzed. The model described in this section 
gives a complete description of the frequency response of the 
microgyroscope. Important parasitic effects, such as interplate 
capacitances and mechanical coupling between the orthogonal 
modes under no rotation, are included in the model. Fig. 6 shows 
the basic electrical model which gives the excitation-to-sense 

transfer function, v
2
/v

1 
or v

3
/v

4
, of the microgyroscope

taking one pair of opposite plates al a time. The mechanical 

resonance is represented by the series L
µ 

C 
µ 

R
µ 

resonant 

circuit which is excited via the dependent sources 8v
1 

and 8v
2

which communicates with the port voltage v
1 

and v
2

respectively ( 8 represents the deflection/volt in the plates at 
zero frequency). 

Fig. 4 SEM photograph of the corner between the suspension 
and the center of the clover-leaf structure demonstrating the 
sharpness and precision of the etching process. 

Fig. 5 SEM photograph of an assembled microgyroscope 

+ 
+ 

G 

Fig. 6 Equivalent circuit model for an opposite pair of plates. 

The effect of the mechanical motion on the electrical ports 

in turn is given by the dependent sources a
µ

iµ . The interplate
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parasitic resistance and capacitance are given by R
P 

and C
P 

respectively. The dependent source 8,,,Vcµ is the Coriolis 
induced term which is further explained in the next paragraph. 
The transfer function predicted by this model (with W=O and, 
hence, 8w=O) is shown in Fig.7 in which the notch at OJn is  

mainly due to  the parasitic capacitance C P.

dB 

Wn 
L------------------------------------� 

Fig. 7 Excitation-to-output transfer function obtained from the 
model in Fig. 6. 

Fig. 8 shows the experimental transfer functions of each 
pair of opposite plates of a microgyroscope whose orthogonal 
resonant modes (drive and sense) are at 445 Hz and 435 Hz 
respectively. The departure of each of these transfer functions 
from the one shown in Fig. 7 for a single pair of plates is  
primarily caused by parasitic electrical and mechanical coupling 
between the orthogonal modes when the gyro is at rest and by 
the slight difference between the 8 and a

µ 
for each pair of 

plates. These curves can now be easily predicted when a full 
model of the gyro is constructed by assembling together the 
model for each pair of plates given in Fig. 6 as shown in Fig. 9. 
The parasitic mechanical coupling between the drive and sense 
modes when W=O is modeled by 8 ds v µ.d and 8.,d v j.L< while the

Coriolis term is given by 80i µ.d· The predictions of this model

(with W= 8w =O) are shown in Fig. 10 and are seen to match 
well with those in Fig. 8. Detailed analytical expressions 
derived from the circuit in Fig. 9 will be given in a future paper. 

dB .............................................. .

v2/v 1 ----+'":==-"t'-dl;· 

400Hz 500Hz 

Fig. 8 Experimental plots for the excitation-to-output transfer 
function. 

The actuation, or drive, circuit is realized by designing an 
oscillator (H(s)) around the microgyroscope which locks i n  
onto the drive resonance mode a s  shown i n  Fig. 11 . The purpose 
of summing the signals from both sense plates is to remove the 
differential signal between them and hence the response of the 
sense resonance from the feedback loop. The sense circuit, on 
the other hand, subtracts the signals from both sense: plates in  
order to  remove the common-mode drive signal. A lock-in 
amplifier is used in order to detect a differential signal induced 
due to rotation. 

J 

·r· 
d,..,."•; ,,.s _ 

03,�3 .; 7 oµ1(;u-i�> f
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Cµ :z
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J 

Fig. 9 Complete electrical model of the microgyroscope. 
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I 

I 
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400Hz 500Hz 

Fig. 10 Transfer function obtained from model in Fig. 9. 

Lock-in 

Aruplfier 

Fig. 11 Exciting and sensing of the microgyroscope. 

MODELING 

The Lagrange equations of motion are written for the 
angular displacements 0x, 0

y
, and 0z measured in the coordinate 

system that rotates with the microgyroscope housing. The 
center O is assumed stationary, 0z is rotation around the post (z) 

axis, and x and y are the spring axes. Thus, in this system, 0x 

and 0
y 

represent measurable, near-vertical angular 

displacements. For spin about the z axis, 0z remains decoupled 

from 0x and 0
y

, and for small 0x, 0
y

, and !2z1w, the cloverleaf 
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displacements for a quad-symmetric structure driven by the 
application of the torque T to the leaves 2 and 3, are described 
by the following approximate equations of motion: 

2lxx0x -4/xQzl�y +Kx0 x +ax0x = T(t) (1) 

2lyy0y - 4lzQz0x + Ky0
y 

+ a
y

Oy = 0 (2)

where the terms proportional to a's and time derivatives ex and 

0
y 

describe vibration damping, and T(t) is the driving torque. 
2

The "mass moment" is I z = 4 zi (mi 12) where z. is the z I I 

component of � from Oto any mass element of the moving 
structure. The other moments of inertia are : 

/xx= 12 + I
Y 

= l(z; + y;)(m;/2) (3) 
I 

IYY = 12 +Ix
= �(z; + x;)(m;/2) (4) 

I 

For the structure with the post, M5 » (Ml, M2, M3, M4), and 
lxx = lyy = lz = (M5 l2)l�, whereL5 is the arm length from

0 to the mass center of M 5/2 and M J-4 are the masses of the 
clover leaves a_nd M5 is the mass of the post. The restoring 
torque parameters K xand K

Y 
relate to "spring" constants for 

linear displacements due to tension and twist, and to the device 
dimensions. 

The homogeneous solutions to Eq. l and 2 are the normal 
modes. For small damping in the absence of platform rotation, 
the modes oscillate with the resonant frequencies 
w x = ✓,cx f2Ixx and W

Y
= ✓,c

y
/2I

YY 
for 0xand 0 y rotations, 

respectively. The application of AC voltage to the capacitors 
associated with leaves 2 and 3 (Fig. l) drives the vibrational 
rotation about the x-axis (angular displacement Bx)- Upon 
application of input rotation ilz, the vibrational energy i s  
transferred from the Bx to the 0

y 
vibrational mode. We  consider 

T(t) = T0 cos (wt) that drives Bx, at OJ >>ilz. Since 0 x>>0 y
, by  

neglecting the Coriolis term in Eq. I, the driven 0x is: 

ex
"" exosin(wt+l/fx) (5) 

where the amplitude 
To To Qx To 0 "" 

-
=====

=c2-==2
= ➔ --2 ➔ -Qx XO 

2/ 2/ xx 
( 2 2)

2 OJ wx z Wx Kx 

OJ - OJX +--2-
QX 

(6) 
where the last two expressions on the right hand side apply for 
wnearwx, i.e., 1(1)-(l)xl<rx, Yx '=ax l2lxx 'if=(l)x fQx - At 

times t>>llrx, after the application of .Oz, and the transient 
effects have leveled-off, the spin-induced 0 y is given by the 
inhomogeneous solution of Eq.2: 

where 

0
>" 

= 0
y0 cos( ox+ 1/1 Y) (7) 

41 n we 2n 
➔ 

yy Z XO 

Q ➔ 0 __l...
Q (S)

/( y xow y 
y y 

where the last two expressions on the right hand side are valid 
for a heavy post ( I = I , and ro near roy)and Qy is the Q-

yy z 
factor for the 0 y resonance. These results show that the 
degeneracy of the resonant frequency can enhance the spin
induced 0 y by the product of both the driven and sensing Q
factors. This degeneracy can be accomplished with a symmetric . 
configuration of the cloverleaf and springs resonator design. 

MEASUREMENT 

In order to fully analyze a micromachined vibratory 
gyroscope, it is necessary to carry out a significant amount of 
testing. In this case, two separate test stations were assembled; 
the first test station was designed to be used to quantify the 
mechanical properties of the gyroscope, and the second to  
measure the performance of our device as  a rotation sensor. 

The first test station consists of a small vacuum chamber 
with electrical probes to electrically excite the microgyroscope, 
and a Polytech OFV 501 laser vibrometer (Doppler velocimeter) 
to accurately measure mechanical motion. Some of the 
mechanical properties of the gyroscopes measured with this 
setup are: resonance frequencies, Q-factors, mode shapes, 
hysteresis, snap-down voltage, symmetry (by exciting different 
electrodes), operational voltage, and survivability (by driving 
it with a very large amplitude signal). 

The second test station uses a Triotech S347B rate table 
with a resolution of 0.0 l degrees per second to rotate a micro
gyroscope inside a vacuum chamber. The motion of the 
microgyroscope is measured both electrically and with a 
Polytech OFV 501 laser vibrometer. Some of the performance 
characteristics· measured using this apparatus are: the drive and 
up/down mode frequencies, the sense mode residual mechanical 
excitation (zero for a perfectly balanced gyro), the rotation 
responsitivity (mV/deg/sec), vibrational amplitude, linearity of 
the response, the noise characteristics of the gyroscope (Green 
chart, PSD, autocorrelation), bias offset (output of the lock-in 
without rotation), bias drift, response to rotation when sense 
axis is perpendicular to rotation, and response to rotation when 
excited in the up/down mode. 

Several finished microgyroscopes were tested inside the 
test stations. The resonant frequency of the drive mode is at 
452Hz, and the sense mode is at 447Hz for one of the devices. 
The Q-factor of the drive and sense mode is approximately 500. 
Bot)1 resonant modes are rocking modes with nodal lines along 
the spring directions. The separation between the resonant 
frequencies is primarily due to stress from the bonding of the 
silicon dover leaf structure to the quartz structure and to  
fabrication errors. The microgyroscope was driven at the drive 
resonance for rotation testing. The response of this device does 
not have significant Q-factor amplification of the sense mode 
displacement due to splitting of the drive and sense resonant 
frequency. The driving voltage of the microgyroscope is 
approximately 4V peak to peak. The snap-down voltage is 
approximately 20V. A plot of the output voltage vs. rotation 
rate is shown in Fig. I 2. From this figure, the measured 
responsitivity (scale factor) of the gyroscope is 
10.4mV/(deg/sec) with a scale factor nonlinearity of <1% at an 
integration time of I second. 
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Fig. 12 Rotation rate responstivity of the clover-leaf micro
gyroscope. 

The Allan deviation chart (Fig. 13) shows the lowest 
detectable noise equivalent rotation rate is about 90 deg/hr at an 
integration time of I seconds. The rise in the noise after the I 5 
second integration time is mostly due to drift in the electronics. 
Thus, the bias stability of this microgyroscope should be below 
29 deg/hr. The performance of this micro-gyroscope is limited 
by the electronic circuit. Closed-loop circuitry is being 
developed to improve the sensitivity of this microgyroscope by 
lowering the noise and reducing the drift. Improvements in the 
fabrication and assembly of the microgyroscope will allow the 
use of Q-factor amplification to increase the sensitivity of the 
device by at least two to three orders of magnitude. This will 
allow the clover-leaf microgyroscope to be useful in attitude and 
navigation control applications. 
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Fig. 13 Green Chart for the clover-leaf microgyroscope. 

CONCLUSION AND FUTURE PLAN 

This paper has reported on the design, modeling, 
fabrication, and characterization of a novel silicon bulk 
micromachined vibratory gyroscope designed for micro
spacecraft applications. A microgyroscope prototype that has 
been fabricated so far has a rotation responsitivity (scale factor) 
of 10.4mV/deg/sec with < 1% nonlinearity at an integration 
time of I second. The lowest detectable noise equivalent 
rotation rate is 90 deg/hr at an integration time of I second. The 
bias stability of this microgyroscope is at or better than 29 
deg/hr. The performance of this microgyroscope is limited b y 
the electronic circuit noise and drift, fabrication errors, and 
stress resulting from the assembly process. Improvements in  
these areas will further increase the sensitivity and improve the 
drift performance of this microgyroscope. 

This JPUUCLA clover-leaf microgyroscope is planned as 
a piggyback spaceflight experiment called the Commercial 
Hardware Micro-Gyro (CHµG) on the Mars Pathfinder spacecraft 
to study re-entry dynamics. Each microgyroscope is 
individually packaged in 2.5 x 3 x 0.4 inches stainless steel 
case. Four such packages are assembled onto the mother board 
which consists of a thermal plate and the digital electronics for 
communication with the spacecraft. The participation of the 
JPL/UCLA clover-leaf microgyroscopes in  the CHuG space
flight experiment has provided valuable experiences in the 
integration, packaging, and space qualification of Micro
machined ElectroMechanical System (MEMS) microdevices for 
spaceflight missions. 

The immediate goals for the JPUUCLA microgyro effort 
in the next few years include I) improve the microgyroscope 
design to achieve 1-10 deg/hr bias stability performance, 2) 
produce a three-axes Micro-Inertial Measurement Unit (MIMU) 
consisting of hermetically sealed microgyroscopes packaged 
with micro-accelerometers for spaceflight validations in 
spacecraft, 3) investigate the issues relevant to the space 
qualification of the microgyros, such as device lifetime, device 
packaging, and survivability during launch and in the space 
environment. 

In conclusion, we presented a new vibratory micro
gyroscope that offers potential advantages of almost unlimited 
operational life, high performance, extremely compact size, 
low power operation, and low cost for applications in inertial 
navigation and attitude control of microspacecraft. 
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OPTICALLY DRIVEN RESONANT MICROBEAM TEMPERATURE 

SENSORS FOR FIBER OPTIC NETWORKS 

D. W. Burns, W.R. Herb, J. D. Zook and M. L. Wilson
Honeywell Technology Center 

12001 State Highway 55 
Plymouth, Minnesota 55441-4799 

ABSTRACT 

Fiber optic sensors combining micromachined polysilicon 
resonators with all-optical drive and sense techniques have been 
demonstrated for single-point and multi-point measurements of 
temperature using an optical fiber network. Sealed cavity 
resonators, varying from 122 µm to 324 µm in length, are 
integrally fabricated on a thin, single crystal silicon paddle 
with a thermal expansion mismatched film on the backside. 
Bending of the bimorph due to differential expansion with 
temperature alters the resonant frequency of the microbeam. The 
microbeam is driven photovoltaically with an embedded 
photodiode under the microbeam, and the resonance is detected 
by modulation of the reflected light as the microbeam vibrates. 
A vibration amplitude of 20 nm can modulate the reflected light 
by as much as 50%. 

Each resonant microbeam is designed to operate within a 
prescribed frequency band, providing four to sixteen nodes of 
temperature sensing in a linear network with one microbeam at 
each node. Scanning, pulse-and-ringdown and self-resonant 
methods have been used to detect the microbeam frequencies. 
Individual devices have been demonstrated with a sensitivity up 
to 265 Hz/°C depending on paddle and bimorph thickness. 
Noise measurements on self-resonant microbeams have shown 
root Allan variances as low as 0.014 Hz, corresponding to a 
temperature resolution of 10-4 K. Hysteresis and repeatability
measurements are currently underway. The devices have been 
packaged and operated successfully between 0°C and 200°C. 
Pressure sensors, vibration sensors, accelerometers, strain 
gages, acoustic emission sensors and other mechanical sensors 
can be configured using an appropriate silicon microstructure 
and attached to the optical fiber network. 

INTRODUCTION 

Honeywell is developing fiber optic sensors utilizing 
silicon micromachined, sealed cavity resonant microbeam 
technology initially developed at the University of Wisconsin 
[1] to meet the need for single-point and multi-point distributed
optical sensor networks. An optical resonant microbeam
sensor consists of a micromachined silicon chip attached to a
multimode optical fiber. Light from an external source excites
the beam into resonance, and vibrations of the microbeam
modulate the light reflected back into the fiber which is detected
by an external photodetector. We have previously demonstrated
optical drive and sense using light from a semiconductor laser
[2,3], and more recently reported the demonstration of 
optically excited self-resonance with unmodulated laser light
[ 4] .  Strain and pressure sensitivity have also been
demonstrated, both at the wafer level and in pressure sensitive
fixtures. Honeywell is currently teamed with the University of
Wisconsin and Mobil Oil to develop a class of devices for fiber
optic sensors and networks. These STORM (Strain Transduction
by Optically Resonant Microbeams) devices are specifically
aimed at precision temperature measurement for use in remote,
hazardous or high EMI environments where advantages exist
over inexpensive thermocouples and RTDs.
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Cavity 

'
�

closure 

Resonant 
icrobeam 

Silicon 

Embedded 
Photodiode 

Paddle
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\ ,/ . .. _ 

I Optical 
Fiber 

Figure I. STORM temperature sensor die with ferrule and 
fiber. The STORM chip contains sealed cavity resonant 
microbeam strain sensors on a suspended bimorph of silicon 
and a thermally mismatched material. The optical fiber and 
glass ferrule are selectively aligned to a microbeam on the 
STORM temperature sensor die. Light transmitted over the fiber 
is used to excite the microbeam and detect its resonant 
frequency, which shifts appreciably with temperature. 

The STORM temperature sensor consists of an optically 
excited, optically detected resonant microbeam on a silicon die 
which has been micromachined to form single crystal silicon 
"paddles" on which a thermal coefficient of expansion (TCE) 
mismatched material is deposited (see Figure 1). 

The resonators are fabricated from thin films of fine-grain 
LPCVD polysilicon between 0.8 and 2.4 µm thick, and are 
enclosed in a vacuum cavity enclosure formed by a polysilicon 
shell. The gaps between the microbeam and enclosure, on the 
order of 0.5 µm, are accurately dimensioned based on design and 
modeling. The vacuum cavity allows the microbeam to vibrate 
freely at its resonant frequency, unaffected by the medium 
outside the integral enclosure. The silicon paddles isolate the 
microbeams from package-induced strains. A large shift in the 
resonant frequency of the microbeam occurs when strained by 
temperature-induced bending of the bimorph. An optical fiber 
with a 50 µm core is held in a simple glass ferrule which is 
fastened to the die. Incident light at a specified wavelength (ie. 
780 nm) is partially transmitted through the shell and 
microbeam, and absorbed by the underlying photodiode. A 
photovoltage is generated which attracts the microbeam 
downwards. Vibrations of the resonant microbeam cause 
intensity modulation of reflected and transmitted light. The 
incident light is partially reflected from each surface (shell, 
microbeam and substrate) and collected by the same optical 
fiber. The microbeam vibration changes the modulation index 
for the reflected light. A 3db coupler is used in conjunction with 
a simple photodetector to measure the reflected light and 
determine the resonant frequency of the microbeam. Also, with 
proper choice of cavity and microbeam thickness, unmodulated 
light can be used to excite the microbeam to self-resonance [4]. 
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MECHANICAL DESIGN 

The design of the STORM temperature sensor involves 
electrical, optical, mechanical and structural considerations. 
The electrical considerations are minimal, requiring only that 
one side of the photodiode be ohmically connected to the 
resonant microbeam and that the photodiode has an appropriate 
carrier lifetime. Ohmic connection is obtained by implanting 
the microbeam with the same type (n or p) as the substrate it 
resides on, with the photodiode formed by implanting the 
opposite species prior to microbeam formation. The optical 
considerations are critical and are discussed in the next section. 
Mechanical considerations are made to maximize the signal 
within constraints imposed by the processing to avoid parasitic 
resonances and mechanical coupling, and allow for packaging 
with minimal package stress effects. 

The temperature-sensitive bimorph is cantilevered which 
allows unconstrained deflections and prevents undesirable 
package stresses and hysteresis from affecting the performance. 
The strain Eapp induced at the surface of the paddle is uniform 
along its length [5] and is given approximately by (for 
h2<<h1) 

_ ( h1 + h2 }h2 
( 

E2 
)( 

l - V1 ) Eapp - 3tJ,,TtJ,,a 
2 

-- --
h1 l-V2 E1 

(I) 

where !J,,T is the temperature shift, !J,,cx is the TCE mismatch, h1 
and h2 are the thickness of the silicon paddle and bimorph 
material, respectively, and E and u are the elastic moduli and 
Poisson's ratio. The dependence of the resonant frequency of a 
microbeam on applied strain is given by 

!,-:tr ( � ][1+r.( t ]\,, +<.,,i]" 2 (2)

where E and p are Young's Modulus and density, h b and lb are 
the beam thickness and length, E is the intrinsic strain, and bn 

and Yn are coefficients with values 6.4586 and 0.2949 for the 
fundamental mode [6]. The temperature sensitivity of the 
microbeam may then be found by combining equations (l) and 
(2). If intrinsic strain in the microbeam is neglected, the 
temperature sensitivity may be expressed as: 

!J,,f =(
3Yn )!J,,a (h1 +�2}h2 (lfL)2

(

_§_)
(

1-V1) {J)
tJ,,T 2 h1 hb 1- V2 E1 

From this equation it can be seen that the sensitivity increases 
with TCE mismatch and thickness of the bimorph as expected. 
The microbeam itself is mildly temperature sensitive: due to 
small density changes and a slight softening of the elastic 
moduli, a temperature sensitivity of about -40 ppm/°C can be 
added to the result of equation (2). The TCE-mismatched material 
can be placed on either side of the silicon paddle, though for 
expansion coefficients larger than that of silicon, the bimorph 
material should be placed on the backside. An additional film 
with a smaller TCE than silicon such as silicon nitride can be 
placed on the front, which passivates the microbeam and forms 
an anti reflection coating. Consequently, the output frequency 
will have a negative coefficient. 

ANSYS modeling was used to verify and further guide the 
design. Of particular concern is the avoidance of structural 
resonances of the paddles or die. Flexural or torsional modes of 
the cantilevered paddle can couple with microbea,m motion, 
causing a loss in vibration amplitude and gaps in the frequency 
response. A plot of the structural modes for four microbeams on 
individual paddles is shown in Figure 2, with nonoverlapping 
microbeam modes avoiding the paddle modes. 
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Figure 2. Modal analysis plot of four-beam STORM die. The 
structural modes of the paddles have been designed to be well 
above and below the microbeam frequencies to avoid unwanted 
mechanical coupling. 

Mechanical modeling was also done on an alternative 
support design for the resonant microbeam. This design allows 
reduction of the thermal cycles during microbeam processing by 
using a deposited sacrificial layer rather than a thermally grown 
oxide. This microbeam design is supported by small posts 
formed by opening windows in the lower sacrificial layer prior 
to deposition of the beam poly, avoiding non-planar features 
spanning the entire beam width. The posts support the 
microbeam and provide ample coupling of applied strain to the 
ends (see Figure 5). ANSYS modeling shows minimal frequency 
variations with narrow or wide posts, or varying number of 
posts. Calculations also show little shift in the gage factor 
with varying post width. Most importantly, the new 
microbeam supports result in minimal static deflection of the 
free-standing microbeam with non-zero internal or applied 
strain, resulting in planar microbeams and consistent gaps with 
respect to the substrate and shell. 

OPTICAL DESIGN 

The design of optically resonant microbeam strain 
transducers has been described previously for optically driven 
microbeams [3] and self-resonant microbeams [4]. Although 
self-resonance has the attractive feature of not requiring laser 
modulation, it can easily produce optical fringe folding 
resulting in strong harmonic generation. Therefore for the 
optical network sensors, an optical design was chosen that has 
negative internal feedback rather than the positive internal 
feedback that leads to self-resonance. In either case, the 
microbeam thickness is chosen to be an odd number of quarter 
waves so that the rays reflected from the upper and lower surface 
interfere constructively to produce maximum modulation of the 
reflected light. The sum of the thicknesses of the two cavities 
above and below the microbeam is a multiple of a half wave for 
the same reason. Self-resonance can be avoided by simply 
interchanging the thicknesses of the upper and lower cavity so 
that the total reflectivity increases, rather than decreases, as the 
beam moves away from the substrate. With the proper choice of 
cavity and microbeam thicknesses, the reflectivity can be high 
and still readily modulated by the microbeam vibration over a 
fairly wide wavelength region. Calculated reflectivity as a 
function of microbeam position is illustrated in Figure 3, which 
shows a 20% modulation of the reflected light for a microbeam 
amplitude of IO nm. 
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Figure 3. Reflectivity as a function of microbeam position 
for a case where the cavity thicknesses are 445 and 335 nm, and 
the incident wavelength is 780 nm. The microbeam and shell 
thicknesses are 2.26 µm and 2.16 µm, respectively. 

DIE DESIGN AND FABRICATION 

Four STORM die were designed with multiple microbeam 
sensors per die, each having a different resonant frequency for 
use on a different node of the network. Two temperature sensor 
die have four microbeams on four individual paddles, arranged in 
a 2x2 array; one with enlarged circular regions and circular 
photodiodes, the other with rectangular microbeams and 
elongated photodiodes. A sixteen-beam temperature and a three
beam pressure sensor complete the set. A plot of the four-beam 
device is shown in Figure 4. 

The microbeam fabrication sequence uses six photomasks 
and begins with a deposition of Low Temperature Oxide (L TO) 
which is patterned and etched to form the post regions at the 
ends of the microbeams. An implant is done through the L TO 
using a photoresist mask to form a shallow photodiode directly 
under each microbeam. The microbeam is then formed by 
depositing LPCVD polysilicon, implanting it to provide ohmic 
contact to the substrate and removing the poly in the field 
region away from the micro beams. A second L TO layer is 
deposited and etched in ring-shaped regions around each 
microbeam to expose the substrate prior to deposition of the 
shell poly. A thin LTO layer is deposited and patterned in the 
ring region to form etch channels for subsequent sacrificial 
etching. The shell poly is deposited, implanted and patterned to 
cover each microbeam. A hydrofluoric acid solution is used as a 
sacrificial etchant to etch away the L TO in the field, in the etch 
channel regions, and in the regions immediately above and 
below the microbeam. Following carefully selected rinse 
cycles, a modification of the sublimation sequence previously 
reported [7] is used to freeze the final rinse fluid, which is then 
pumped out at reduced temperatures to produce free-standing 
beams. A final LPCVD film is deposited to seal the vacuum 
cavities as the thin etch channels grow shut, followed by a thin 
layer of silicon nitride that further enhances the seal and 
provides an antireflection coating. No metal depositions are 
used in the process sequence. 

Microstructure formation follows microbeam fabrication 
and uses an SF6-based RIE etch to form trenches around the 
microbeams. The microbeams and.trenches are passivated with 
an additional layer of L TO to provide protection during the 
subsequent anisotropic etch. A KOH or EDP etchant is used after 
patterning the oxide on the backside of the wafer to locally thin 
the wafers, followed by removal of the passivation L TO to free 
the silicon paddles. A thin film of TCE-mismatched material is 
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Figure 4. Four-beam STORM temperature sensor die. An 
array of microbeams ranging from 240 µm to 324 µm long are 
formed on individual paddles 400 µm long. Deep trenches are 
formed around the paddles, and a backside anisotropic etch is 
used to locally thin the silicon. The die footprint is 3.3 mm x 
3.3 mm. 

Figure 5. Optical micrograph of STORM temperature sensor 
die. Four microbeams are located on individual silicon paddles 
and operate at different frequencies. Close inspection reveals 
the post-style supports and the elongated embedded 
photodiodes. 

deposited from the backside of the wafer onto the paddles to 
form the bimorph. A completed four-microbeam die is shown in 
Figure 5. 

PACKAGING AND TESTING 

The package currently being utilized for the STORM 
temperature sensors consists of a STORM die, glass ferrule with 
funnel-shaped ends to hold an optical fiber, and a metal housing 
(see Figure 1). The glass tube containing the optical fiber is 
attached to the STORM die. The tube has a thermal expansion 
coefficient similar to silicon and provides excellent 
stabilization of the end of the fiber with respect to the STORM 
chip. A fixture has been developed to aid in the packaging, 
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Figure 6. STORM packaging fixture. An optical fiber and 
glass ferrule are seen directly and reflected in a STORM 4-beam 
die as viewed through a microscope. Magnetic clamps hold the 
fiber and ferrule while vacuum holds the STORM die. Coarse 
alignment is achieved visually followed by fine adjustment 
using active alignment. 

consisting of a video camera and monitor to allow the operator 
to visually align the optical fiber to the appropriate microbeam. 
Active alignment by monitoring the microbeam resonance is 
used for fine position adjustment of the optical fiber with 
independent x, y and z-axis control. The STORM chip is held 
with a vacuum chuck that can be electrically heated to 250°C so 
that solders or thermal set adhesives can be used to bond the 
glass ferrule and silicon die. The assembly is placed in a 
threaded metal package for external attachment and a strain 
relief for the pigtailed fiber. Current packages are 5 mm x 5 mm 
x 15 mm, but smaller packages are planned. 

Testing of the STORM devices has been done at the wafer 
level and in assembled packages. During wafer level testing, 
the incident light strikes the microbeam at an angle and a 
second fiber is used to collect the reflected light. Resonant 
peaks are detected using a spectrum analyzer or a gain-phase 
analyzer. A plot of resonant frequencies from a sixteen-beam 
STORM die is shown in Figure 7. Resonant frequencies on test 
chips varied from 197 kHz for a 400 µm long beam to 1.17 
MHz for a 100 µm long beam. Q values as high as 100,000 
were measured on some beams. A hot chuck has been used to 
measure the temperature shift of the resonant microbeams. The 
first device tested had a base frequency of 207.5 kHz with a 
frequency sensitivity of -115 Hz/0C. A four-beam sensor has 
also been demonstrated, with baseline frequencies of 207.7 
kHz, 250.4 kHz, 297.4 kHz and 340.6 kHz. The 
corresponding temperature sensitivities are between -112 
Hz/°C and -118 Hz/°C for each beam. Higher sensitivities were 
obtained by depositing additional material on the back of the 
paddle, with sensitivities increasing linearly with material 
thickness, approaching -265 Hz/0C. A sensitivity of -30 
Hz/°C was measured with only a silicon nitride passivation 
layer. Unpackaged die have been used to establish operating 
temperature ranges above 200°C (see Figure 8). Although 
noise measurements are yet to be made on networked sensors, 
measurements have been taken on optically-coupled self
resonant microbeams. An RAV of 0.014 Hz was measured at a 
sample time of 0.3 seconds, indicating that temperature 
resolution less than I 00 µK is attainable with the optically 
interfaced sensors. A laser vibrometer has also been used to 
measure the structural resonances of the paddles [6], which are 
also in good agreement with the ANSYS modeling. 
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Figure 7. Measured resonances on a sixteen-beam sensor die. 
The sixteen frequencies vary from 251 kHz to 865 kHz (room 
temperature)for the 1.102 µm thick microbeams with signal and 
guard bands of approximately 10% between microbeams. 
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Figure 8. Frequency output of a single resonant microbeam 
with temperature. A 30 kHz shift was obtained over a 175 °C 
temperature range for a STORM die mounted on a hot chuck. 
Operation above 200 °C has been demonstrated. 

OPTICAL NETWORKS 

Two different network topologies have been investigated, 
one based upon a lightly tapped linear bus, and the second 
based upon a star bus. An advantage of a linear tapped bus is 
that a single fiber can be used to connect the entire network. 
However, this can also be a disadvantage if the fiber is damaged 
or broken since all sensors downstream from the break would no 
longer function. The star bus has the advantage that the signal 
levels are higher and there is no single point failure mechanism 
except if the star coupler is damaged. 

Figure 9 illustrates the star bus design. It is possible to use 
several different wavelength lasers together with wavelength 
filters at the STORM chip in order to use the same resonant 
frequency several times on the bus. Thus the combination of 
Wavelength Division Multiplexing (WDM) with Frequency 
Division Multiplexing (FDM) techniques allows for the 
connection of much larger optical sensor networks. 

The signal obtained from an actual STORM device is shown 
in Figure 10. The noise floor is at -90 dBm, and the signal is 
about +45 dB above the noise floor. The signal to noise ratio 
(SNR) of this signal is very large making signal processing 
much easier. In Figure 10, the spectrum analyzer's filter 
bandwidth is convolved with this resonant peak, so the actual 
peak is much sharper than shown in this figure. Figure 11 
shows data obtained from a small 2x2 star network similar to 
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Figure 10. The resonant frequency spectrum of a STORM 
device. 

that detailed in Figure 9. Two temperature sensors each with 
different resonant frequencies were connected to this network. 
Note that each frequency is free from inter-modulation 
harmonics and each peak has an excellent SNR. 

CONCLUSIONS AND FUTURE DIRECTIONS 

STORM sensors represent a new and novel optoelectro
mechanical sensor technology which combines the strength of 
silicon resonant microbeam technology - including high 
sensitivity, stability and robustness - with that of optical fiber 
technology - including EMI immunity and intrinsic safety. The 
STORM technology provides the generic basis for a wide range 
of sensors that offer significant advantages over conventional 
silicon-only or fiber-only sensors. Fiber optic networks for 
silicon-based resonant sensors are being demonstrated, with 
first applications to temperature sensing. The resonant 
microbeams are highly sensitive to axial strain and can be 
configured with suitable silicon microstructures to form 
precision pressure sensors, accelerometers, force sensors, 
vibration sensors, rotation sensors and load cells as well as 
temperature sensors, with possibilities of multiple sensors per 
node if desired. Optical fiber interfacing to resonant microbeam 
sensors can be achieved without deterioration of the output 
signals due to EMI, no loss in ambiguity as in many 
interference-based sensors and without any on-chip electronics. 
The limits of networkability have not been firmly established, 
though a variety of bus architectures appear feasible. Further 
development of the optically self-resonant and non-self
resonant concepts are needed to address questions relevant to 
producibility, fiber-to-chip coupling and tolerances on optical 
components. 
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Figure 11. Output from a sensor network with two devices. 
Two overlapping scans are shown, one taken later in time with 
(only) one node reduced in temperature and showing a frequency 
shift of 4400 Hz (t!T = -30 °C). The sensors were separated by 
several meters of optical fiber, joined by a four-port coupler. 
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ABSTRACT 

The need for inexpensive yet reliable angular rate sensors in 
fields ranging from automotive to consumer electronics has sparked 
prolific micromachined angular rate sensor research. The vast 
majority of research has focused on single input axis angular rate 
sensors based upon either translational resonance, such as tuning 
forks, or structural mode resonance, such as vibrating rings. 
However, this work presents an entirely novel approach based on 
angular resonance of a rotating rigid rotor suspended by torsional 
springs. The inherent symmetry of the circular design allows 
angular rate measurement about two axes simultaneously. Using a 
commercial micro-accelerometer production process, two versions 
of a fully integrated, 660 µm diameter dual input axis angular rate 
sensor have been designed, fabricated, and tested. Minimum 
detectable signals as small as 1.2°/sec over a 25 Hz bandwidth were 
achieved with untuned rate sensors having mismatched mode 
frequencies. However, with mode frequency tuning the performance 
was improved to 10°/min over an equivalent bandwidth. 

INTRODUCTION 

The advent of micromachining has raised the possibility of 
fabricating high performance sensors without the associated high 
costs. In particular, there has been great interest in manufacturing 
micromachined angular rate senors [l]. Until now, the high cost of 
even medium performance rate sensors has precluded their use in 
most consumer products and high volume military applications, 
such as automatic vehicle braking systems, automobile navigation, 
camera stabilization, and artillery munitions guidance. 

A number of angular rate sensors have been recently reported, 
but the majority of these designs are single axis sensors based on 
translational vibration [2] or structural mode vibration [3]. In 
addition, many reported rate sensors require fabrication processing 
not compatible with standard VLSI processes. In contrast, this 
research has focused on surface micromachining a dual input axis 
angular rate sensor in the fully integrated Analog Devices Inc. 
(ADI) microaccelerometer production process [4]. This proven 
fabrication process allowed inexpensive production with integrated 
electronics to improve noise performance. Unlike most previous 
designs, the dual axis rate sensor presented here is based on 
rotational resonance of a polysilicon disk. Since the disk is 
symmetric in two orthogonal axes, the sensor can sense rotation 
equally well about both these two orthogonal axes. When combined 
with a z-axis rate sensor [SJ or [3], the angular rate about all three 
axes can be measured using one die. 

BASIC OPERATING PRINCIPLE 

The micromachined dual input axis angular rate sensor is 
composed of an inertial rotor, an actuation means to drive this 
inertial rotor into resonance, and a sensing system to measure 
angular deflections of the inertial rotor due to Coriolis accelerations. 
The inertial rotor is a 2 µm thick polysilicon disk with a 150 µm 
radius. As depicted in Fig. 1, this inertia rotor is suspended on four 

symmetrically placed beams anchored to the substrate. These beams 
provide a torsional suspension for the rotor allowing compliance 
about three mutually perpendicular axes. To achieve maximum 
mechanical sensitivity, the suspension was designed to match the 
frequencies of all three rotational modes sufficiently well so that 
electrostatic tuning may compensate for fabrication process 
variation. 

l Z-Axis Drive

/ � X-Axis Substrate Input Qx Y-Axis Substrate Input !ly
X-Axis Rotor Tilt Output ex Y-Axis Rotor Tilt Output ey

Figure 1: Conceptual illustration of inertial rotor and four quad 

symmetric suspension beams. 

The inertial rotor is driven at angular resonance about the z
axis (perpendicular to the substrate) using the electrostatic comb 
drive described in a later section. The resonating inertial rotor is 
responsive to substrate rotation rates about both the x- and y-axes 
parallel to the substrate as defined in Fig. 1. A rotation rate about the 
x-axis induces a Coriolis angular oscillation about the y-axis, and
likewise a rotation rate about the y-axis induces a Coriolis angular
oscillation about the x-axis. Sensing these Coriolis oscillations and
relating them to the original . substrate rate inputs forms the
foundation of angular rate sensor operation.

The Coriolis angular oscillation or tilting about each sense 
axis is embodied in the dynamical equation of motion below where 
ex is the sense axis tilt angle, I

xx 
is the moment of inertia, Cx is the 

damping coefficient, and Kx is the spring constant all reckoned 
about the x-axis. Only the x-axis is given since the equation for the 
y-axis is essentially identical except x and y subscripts are reversed
and the right hand side is positive.

lxxfJx+C))x+Kxex = -JzzQyxez001zCos(<0/) (1) 

The term on the right hand side is the Coriolis acceleration 
due to conservation of angular momentum. The angular rate input 
about the y-axis to be measured is Oy. This is multiplied by the z
axis moment of inertia I

zz 
and the resonating z-axis angular rate 

which is an CO
2 

frequency cosine with amplitude e
20co

2
• Hence the 

Coriolis acceleration and the ensuing Coriolis angular oscillation of 
the rotor both can be thought of as amplitude modulated signals 
with a carrier frequency <Oz. The amplitude of this modulated 
Coriolis oscillation is directly proportional to the y-axis input rate 
Oy. This Coriolis oscillation is sensed using the change in 
capacitance between the rotor and four sense electrodes beneath the 
inertial rotor. Since the Coriolis oscillation is in phase with the 
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resonating z-axis angular rate, simply demodulating the sense signal 
with the resonant drive signal yields the desired rate measurement. 
The dynamics of the second sense axis are similar. 

The fact that the Coriolis oscillation is in phase with the drive 
forcing signal is of paramount importance. Unfortunately due to 
fabrication imperfections, the disk will wobble slightly in phase 

with resonance position. The wobble can masquerade as a false rate 
measurement called quadrature error [5] and can be larger than 
200°/sec. Ideally, the final demodulation with the drive signal will 
eliminate the quadrature error from the measurement because the 
quadrature error is 90° out of phase. However, in practice small 
phase lags ( ~0.5°) in the electronics allow a small percentage of 
quadrature error to corrupt the measurement. Such factors as the 
performance required, the lag of the electronics, and the stability of 
resonant amplitude dictate whether the DC offset due to quadrature 
error may be tolerated or require active cancellation. With the basic 
operation described, attention is now focused on specifics. 

MECHANICAL STRUCTURE 

The heart of the dual input axis angular rate sensor is the 
micromachined structure itself. It is fabricated in true surface 
micromachining tradition by using a structural polysilicon layer 
deposited over a sacrificial oxide and patterned [4]. Etch holes in the 
sacrificial oxide provide anchor points to the underlying substrate 
after the sacrificial oxide is removed. The combined inertial rotor 
and spring suspension were carefully designed to satisfy many 
design constraints placed on the natural frequencies of the structure. 
For example, natural frequencies in the upper audio range are 
desirable for shock and random vibration robustness. The rate 
sensor should be insensitive to all translational accelerations, so the 
natural frequency of all three translation directions must be high. In 
this design, the x-axis and y-axis directions parallel to the substrate 
are very stiff. Although the z-axis perpendicular to the substrate is 
not nearly as stiff (approx. 15 kHz), the differential sensing scheme 
discussed later nulls z-axis translation sensitivity to first order. 
Ideally, the drive natural frequency and the pair of sense natural 
frequencies should be designed to be nearly equal. However, 
process variation will result in mismatch unless electrical tuning is 
used to artificially match frequencies. Electrostatic forces due to 
voltage differentials are always attractive, hence spring constants 
and natural frequencies can only be decreased. For this reason, the 
sense axis natural frequencies were designed to be 10% above the 

drive natural frequency so that they may be down tuned to match the 
drive frequency. This is implemented by using spring suspension 
beams with a cross-section of 2 µm thick by 1.8 µm wide with the 
thicker dimension stiffening the sense axis spring constants. 

With the above constraints in mind, two distinct rate sensor 
versions were fabricated. Each version has identical rotor sizes, but 
different suspension designs. A compliant serpentine suspension 
shown in Fig. 2 gave a low natural frequency of 21 kHz. The main 
spring suspension beam is 180 µm in length, while the shorter 
serpentine beams are 120 µmin length. The second version has a 
less compliant suspension composed of a single 180 µm beam with 
some stress relief (as shown later in Fig. 6) which gave a higher 
natural frequency of 28.6 kHz. In each version, an external 
suspension extends from the outside of the inertial rotor. This 
suspension design can accommodate warping of the inertial rotor 
due to large residual stress gradients in the polysilicon [6]. 

ELECTROSTATIC RESONANT DRIVE 

There can be no rate sensing unless the inertia rotor is in 
motion. To this end, the inertial rotor is driven into rotational 
resonance about the z-axis perpendicular to the substrate. 
Electrostatic comb drive was used as it has the distinct advantage of 
remaining linear despite large displacements. However, this 
technique requires that the angular rate sensor be operated with 
ambient pressure below 150 mTorr. 

Resonance 
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Inertia Rotor 

PLL 

To 
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Figure 2: Diagram of polysilicon dual input axis rate sensor 
looking down on die. Schematic shows trans-resistance resonant 
drive with automatic gain control to hold oscillation amplitude 
constant plus phase-lock-loop for Coriolis demodulation. 

As discussed in Nguyen [7] a trans-resistance amplifier 
provides positive feedback which induces resonance. The amplifier 
and combs (see Fig. 2) were designed to ensure adequate forcing to 
overcome air damping. This design used a differential drive 
comprised of 60 comb teeth and requiring approximately 3 MQ 
drive with a 10 volt difference between the inertial rotor and drive 
combs. In addition, the driving circuitry has low phase lag and 

feedthrough to reduce the effect of quadrature error. The resonant 
amplitude is carefully controlled using automatic gain control 
because scale factor is directly proportional to resonant amplitude. 
A phase-lock-loop provides a clean signal for Coriolis signal 
demodulation discussed next. 

DUAL AXIS CORIOLIS OSCILLATION SENSING 

The inertial rotor tilts due to Coriolis acceleration and this 
Coriolis oscillation is measured by sensing the change in 
capacitance between the inertial rotor and the four n+ diffusion 
sense electrodes beneath the inertial rotor. As shown in Fig. 3, when 
a differential modulation voltage is applied to a pair of diametrically 
opposed sense electrodes (each shaped as a quarter-pie section), a 
rotation of the rotor about the sense axis of these electrodes 
produces a voltage on an integrator electrically connected to the 
rotor. Since the pair of sense electrodes provides differential 
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sensing, any translation of the rotor up or down along the z-axis 
direction produces no change in sense output. Dual axis operation is 
achieved by using a different voltage modulation frequency 
(200 kHz and 300 kHz) for each pair of sense electrodes. Separate 
demodulation circuits for each sense axis provide two voltage 
outputs proportional to the two angular rate inputs. The output 
voltages must be demodulated twice: first a demodulation removes 
the high sense modulation frequency, and second a demodulation 
removes the drive resonant frequency leaving the base band rate 
input measurements. 

Coriolis 
Oscillation 

� 

Sense 
Integrator 

1---'-----t-eo Demod 
Multiply 

Sense Modulation 

Oscillator------1►�� Demod
Drive Signal Multiply 

Rate Output Signal 
Figure 3: Conceptual side view showing rotor with underlying 
diffusion sense electrodes for one axis. Please note only two of four 
sense electrodes are shown for simplicity. 

The afore mentioned single ended integrator scheme (using an 
integrating capacitor Ci of 50 fF) was used for two principle 
reasons. First, the structure itself has far less noise producing 
parasitic capacitance than the n+ diffusion electrodes. Second, the 
integrator improves linearity [5]. Absence of distortion in the sense 
circuitry is critical, for any odd harmonic distortion can lead to 
quadrature error signals mixing with true Coriolis measurement 
signals. One drawback of sensing on the driven structure is that 
despite fully differential comb drive, a small inherent voltage at 
twice the drive frequency appears on the integrator. In general, this 
signal is small and is far from the crucial sense modulation 
frequencies. 

SENSITIVITY 

The mechanical sensitivity relating Coriolis rotor oscillation 
amplitude to substrate angular rate input for each sense axis can be 
derived from Eq. 1 with the 'final form shown below for the x-axis. 

1
8x

l 
_ 28zo'°z (2) 

n
y 

- 2 jroxroz 2 

(J)x + Tx- roz

This is the standard second order frequency response with 8zo 
the resonant drive amplitude, Olz the resonant drive frequency, Olx 

the sense axis frequency, and Qx the quality or inverse damping 
coefficient. Since the rate sensor is operated in partial vacuum, the 
quality factor Qx is generally above 800. Thus, a large resonant peak 
exists which provides excellent gain when drive and sense 
frequencies match. 

The combined mechanical and electrical sensitivity must also 
be considered since mechanical sensitivity alone can be misleading. 
The combined mechanical system, sense electrodes, and integrator 
can be summarized as below with sense voltage V 5, integrating 
capacitor Ci, and electrode capacitive sensitivity dC/o8x. 
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Clearly increasing the sense voltage differential V 5 between 
the rotor and the quarter circle sense electrodes will increase overall 
sensitivity. Unfortunately, this sense voltage also results in an 
electrostatic force which tends to pull the inertial rotor down to the 
substrate. The critical pull down voltage limits the maximum 
applicable sense voltage and is proportional to the natural frequency 
for z-axis translation perpendicular to the substrate. For this reason, 
the sense voltage for weaker suspensions must be reduced, nearly 
eliminating all mechanical sensitivity gains. However, the sense 
voltage also has another side effect which complicates simple 
sensitivity generalizations. The sense voltage down tunes the sense 
axes natural frequencies as discussed in the following section. 

FREQUENCY TUNING 

The voltage applied between the inertial rotor and the four 
quarter circle sense electrodes results in an attractive electrostatic 
force which down tunes the natural frequencies of both the 
rotational sense axes. This frequency tuning can be used to nearly 
match frequencies and vastly improve sensitivity. The tuning range 
is limited because any tuning voltage must be below the critical pull 
down voltage. Hence, the design target values for the drive mode 
and the sense mode frequencies must be far enough apart to 
accommodate process variation, but not so far apart that they are 
outside the tuning range. 

Under open-loop operation, matching natural frequencies 
exactly has several drawbacks. Because the gain and phase change 
radically at the resonant peak, gain is not constant over the 
bandwidth, frequency drift cause large scale factor changes, and the 
phase swings from O to 180 degrees. Cross-sensitivity is also 
compromised as large resonant peak gained signals many cross
couple. Therefore during open-loop operation it is advantageous to 
match modes only within 2-5%. On the other hand, the use of 
closed-loop feedback should alleviate most the these difficulties. 

EXPERIMENTALRESULTSWITHOUTTUNING 

Two versions of the dual input axis angular rate sensor were 
fabricated using the ADI surface micromachining processes. In 
addition to performance, those parameters with greatest impact on 
performance, such as natural frequency, quality factor Q, and 
maximum sense voltage, have been experimentally identified. The 
two versions have identical inertial rotor sizes but different 
suspensions giving drive natural frequencies of 28.6kHz and 21kHz. 
Both sensors were tested in 60 mTorr vacuum which gave the high 
frequency version a quality factor Q of 960 and the low frequency 
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version a Q of 820. The pull down voltage of the high frequency 
sensor was 4.2 volts, whereas the low frequency sensor could 

withstand only 3.4 volts. 

The performance results for the rate sensors as fabricated 

without tuning are summarized in Fig. 4. Due to process variation, a 
distribution of nearly matched and unmatched rate sensors could be 

investigated. The dual input axis angular rate sensor having mode 
mismatch of 2% provided far better performance with 2mV per 0

/ 

sec sensitivity and a 0.24 °/sec/✓Hz noise floor limited by the 
electrical noise of the integrator input transistor. Thus, a minimum 
detectable signal of approximately 1.2 °/sec over a 25 Hz bandwidth 

was achieved. 
Voltage OJtput Versus Rate Input 
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Figure 4: Graph showing rate sensor voltage amplituae output 
versus rate amplitude input for a 1 Hz sinewave. 

EXPERIMENTAL RESULTS WITH TUNING 

Due to the high quality factor Q, great performance 

improvement may be reaped using electrostatic tuning. As 

displayed in the top graph of Fig. 5, increasing voltage between the 

quarter circle sense electrodes and the rotor down tunes the sense 

frequency more than 2500 Hz, while down tuning the drive 

frequency only slightly. 
Natural Frequency Tuning Via Voltage 
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Figure 5: The top graph shows drive and sense frequency down 
tuning due to applied voltage. The lower graph shows the dramatic 
impact frequency matching has on sensitivity. 

The bottom graph in Fig. 5 shows sensitivity is maximized 

roughly at the point where the frequencies match with some offset 

due to experimental error. Tuning resulted in performance of IO 0
/ 

min over a 25 Hz bandwidth. 

CONCLUSION 

The underlying operating principles and resulting design 
methodology for a dual input axis angular rate sensor based on 

angular resonance were presented. Fabricated rate sensors (as 

shown in Fig. 6) without tuning provided good noise performance. 
However, electrostatic frequency tuning improved performance 

significantly. 

Figure 6: Close-up die photo showing high frequency version. Note 
that the beam suspension is not serpentine. 

ACKNOWLEDGEMENTS 

First, the authors must thank ADI for all device fabrication 

using the excellent ADI surface micromachining process. Also, 

without the financial support of both ARPA (grant TP-26890) and 

the California PATH project, this research could not continue. The 

insights and guidance of Professor R. T. Howe have been 

invaluable. The first author also must thank Per Ljung for his 

previous rate sensor work. However, the most heart felt thanks on 

behalf of the first author goes to Bill Clark for his help with key 

circuitry. 

REFERENCES 

I. J. Soderkvist, "Micromachined Gyroscopes", Sensors and Actuators A,
pp. 65-71 (1994 v43). 
2. J. Bernstein and M. Weinberg, "A Micromachined Comb-drive Tuning
Fork Rate Gyroscope", 21st Joint Serv. Data Exchngfor G. N. and C., Palm
Springs, CA, Oct. 1992. 
3. M. Putty and K. Najafi, "A micromachined Vibrating Ring Gyroscope",
1994 Solid-State Sensor and Actuator Workshop, Hilton Head, pp. 213. 
4. R. S. Payne, S. Sherman, S. Lewis, R. T. Howe, "Surface 
Micromachining: From Vision to Reality to Vision", 1995 IEEE 

International Solid State Circuits Conference, pp. 164. 
5. W. A. Clark, R. T. Howe, R. Horowitz, "Surface Micromachined Z-Axis
Vibratory Rate Gyroscope", 1996 Solid-State Sensor and Actuator 
Workshop, Hilton Head . 
6. P. B. Ljung, T. Juneau, A. P. Pisano, "Micromachined two input axis
angular rate sensor", ASME International Mechanical Engineering Congress
and Exposition, session DSC-16, (1995). 
7. C. H. Nguyen, "Micromachanical Signal Processors", Ph.D. Thesis,
University of California at Berkeley, Berkeley, CA 1994.

302



SUBJECT INDEX 

A 

Accelerometer - 68, 90, 205, 211 
Acoustic sensor - 280 
Acoustic streaming - 276 
Acoustic wave - 239 
Actuator - 98, 109, 148, 178, 196 
Actuator/driver, combined electrostatic and thermal 

- 152, 168
Actuator, electromagnetic - 183 

Actuator, electrostatic - 148, 152, 187 
Actuator, linear - 196 
Actuator, magnetic - 60, 94, 187, 231 
Actuator, microstructured - 196 
Actuator, organic - 168 
Actuator, thermal - 152, 174 
Actuator, zipping - 98 
Actuator array - 168 
Adhesion - 42, 132 
Airbag system - 211 
Aluminum micromachining and process technology 

- 86

Analog scanning - 183 
Anchor, step-up - 140 
Angular rate sensor - 299 
Anisotropic etching - 127 
Atomizer - 276 

B,C 
Barrier coating - 36 

Biosensor; biosensor system - 64, 156, 258, 262, 
266 

Boundary elements - 117 
Bubble; vapor bubble - 144, 200 

Bulk micromachining - 68 
Bus, sensor - 215 
CAD - 54, 72, 98, 117, 136, 244 
Cantilever - 191 
Cantilever, AFM - 219 
Cantilever, micromachined - 225 
Cantilever, single-crystal silicon - 219 
Capacitive sensor - 211, 215 
Catalytic - 15, 23 
Cell culture - 156 
Cermet - 101 
Charge-compensation decay/density/method - 235 
Chemical analysis - 64 
Chemical-mechanical polishing - 48 
Chemical selectivity - 28 

Chemical sensor - 19, 28 
Chemically sensitive interface - 19 
CMOS MEMS - 205 
Coatings - 42 
Compatibility, media - 36 
Compliant mechanism - 136 
Contact electromechanics - 98 
Corrosion - 36 
Cortical probe - 266 
Crash sensor - 211 
Cyclic voltammetry - 101 

D 
Damping - 76 
Data storage, holographic - 183 
Data storage, thermomechanical - 219 
Deflection, non-linear - 136 
Dendrimer - 19 
Diagnostic analyzer - 9 
Diffusion - 105 
Diisopropylmethylphosphonate (DIMP) - 28 
Direct-Newton technique - 54 
Dispersion, spectral - 64 
Display - 191 
Distributed MEMS - 205 
DNA - 258 
Double-torsional oscillator - 225 
Dynamical modeling - 178 

E 
Electret microphone - 235 
Electric field sensor - 58 
Electrocatalytic - 101 
Electrochemical etch stop - 127 
Electroforming - 200 
Electromagnet - 94 
Electromechanical analysis - 54 
Electromechanics - 98 
Electron implantation - 235 
Electrophoresis, capillary - 1, 5 
Electrophoresis, free-flow - 1 
Ellipsometry - 28 
Environmental testing and equipment - 36 
Eutectic bonding - 32, 68 

F 

Fiber coupling - 109 
Fiber interferometer - 225 
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Fiberoptic sensor - 294 
Filtration - 105 
Finite-element method - 54 

Flow sensor - 148 
Fluid dynamics - 105 
(micro)Fluidics - 5, 9, 15, 105, 113, 123, 272, 280 
Fluidics, integrated - 272 
Fluorosilicone gel - 36 
Frequency tuning - 299 
Fuel injector - 276 

G 
Gas analyzer, multispectral imaging - 196 
Gas flow - 148 
Gas sensor - 23 
Gears; gear reduction - 178 
Genetic - 258 
Geophone - 80 
Grain size, controlled - 28 
Grating, diffraction - 64 
Gripper - 174 
Gyroscope - 283, 299 
Gyroscope, vibratory rate - 288 

H, I 
Half-wave band source - 280 
Heater - 200, 219 
HF, vapor - 191 
High-aspect-ratio micromachining - 48 
Horns - 276 
Hybridization - 285 
Hydrogen detection - 23 
Hyperbranched polymer - 19 
Imaging - 123 

Imaging, impedance - 156 
Immunoassay - 5 
Inchworm - 152 
Inductor, planar - 94 
Inertial sensor - 283, 288, 299 
Infrared filter, tunable - 196 
Infrared sensor - 205 
Inkjet printing - 280 
Inkjet, thermal (TIJ) - 200 
Integrated circuit - 127 
Integrated MEMS - 48 
Integrated sensor - 249 
Interconnection - 9 
Interface electronics - 205 
Ion-selective electrode - 132 
Iridium - 266 

J, K, L 
JFET, ion-implanted - 239 
Large deflection - 183 
Laser ablation - 200 
Laser thermometry - 219 
Laser vibrometry - 219 
Lateral displacement actuator - 152 
Lensless - 280 
LIGA - 60, 196 

Liquid ejector - 280 
Liquid switching - 272 

M 
Magnetic (resonance) force microscopy - 225 
Medical - 9 
MEMCAD- 98 
Micro-total analytical system (µ-T AS) - 1, 5 
Microassembly - 32 
Microchannel - 144 
Microdialysis - 113 
Microelectrode - 266 
Microelectrode array - 262 
Microfilament - 23 
Microflow; microflow control - 123, 148 
Micromachining - 113, 148, 178, 239, 276 
Microphone - 235, 239 
Microphotonics - 187 
Micropositioner - 168 
Microreactor - 15 
Microsystem - 215 
(micro)Mirror - 98, 109, 183, 187 
Mirror array - 191 
Mixing - 9 
Modeling and simulation - 54 
Modeling, thermal and fluid - 15 
MOS - 200 
(micro )Motor; microengine - 178 
Motor, magnetic - 60 
Motor, stepper - 174, 196 
Multi-level MEMS - 48 

Multi-User MEMS Processes (MUMPS) - 174 

N,O 
Network - 9 
Neural network - 101 

Neural probe - 262, 266 
Neural sensor - 266 
Nickel; nickel-iron - 187 
Noise, thermal - 80 
Nucleic acid - 258 
Numerical analysis - 76 
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Offset cancellation - 90 

Open-circuit sensitivity - 235 
Optical bench, silicon - 109 

P, Q 
Packaging - 36, 42, 48, 244 
Packaging, micromachined - 32 
Packaging, vacuum - 32 
Parts transfer - 32 

Parylene C - 36 
Permalloy, electroplated - 94 

Photo-imageable polymer - 200 

Piezoelectric - 191, 280 
Piezoresistivity - 219 
Planarization - 48 

Plasma etch - 266 

Pneumatic - 9 

Poly(monochloro-para-xylylene)- 36 

Polyimide - 113 

Polymer swelling/dissolution - 36 

Polymerase chain reaction ( PCR) - 258 

Polysilicon surface - 178 

Post-processing chemical modification - 23 

Precision machining - 60 

Precorrected-FFT technique - 54 
Pressure sensor - 48, 244 
Pressure sensor, piezoresistive - 36 
Printing - 200 

(micro)Pump - 144, 276 
(micro)Pump, bi-directional, magnetic, peristaltic -

94 

PZT - 235 

R, S 
Readout circuits - 215 

Relaxation technique - 54 
(micro)Relay, magnetic - 231 

Resistor - 200 

Resonator; resonant sensor-: 276, 294 
Retroreflector - 174 

Reynolds' equation - 76 

Rotation sensor - 288 

Scanning near-field optical microscope (SNOM) 

58 

Screen printing - 132 

Seismology - 80 

Selective-area CVD - 23 

Self-assembled monolayer (SAM) - 28, 42 

Sequencing - 258 
Silicon nitride - 191, 225, 280 
Silicone rubber - 272 

Single-crystal silicon - 225 
Smart sensor - 211 

Solid electrolyte - IO I 

Spectral analysis - 196 
Spectrometer - 64 

Squeeze-film damping - 76 
Stiction - 42 

Streaming resistance - 235 
Surface acoustic wave (SAW) device - 19, 28 
Surface micromachining - 23, 174, 299 

Surface-micromachined beam - 140 
Surface-micromachined sensor - 90 
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Suspended silicon - 249 
Systems analysis - 72 
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Temperature sensor - 294 
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Torque multiplication - 178 
Torsional motion - 76 
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Tunneling sensor - 80 
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Ultrasonic - 276 
Vacuum Sensor - 249 
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Valve array - 272 
Variable capacitor, micromachined - 86 

Vibromotor - I 09 

Visualization - 123 

Wear - 42 
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Wireless microsensor - 205 

X, Y,Z 
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ZnO - 191, 280 
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